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2

Constructing Variables

ALAN BRYMAN AND DUNCAN CRAMER

The process of quantitative research is
frequently depicted as one in which theory
is employed in order to deduce hypotheses
which are then submitted to empirical
scrutiny.Within the hypothesis will be two or
more concepts that will require translation
into empirical indicators. These indicators are
frequently referred to as variables and repre-
sent the fundamental focus of all quantitative
research. While some writers might question
the degree to which quantitative research
necessarily follows such a linear progression
and indeed how far it is driven by hypotheses
(as against simply research questions), there
is no doubt that the variable represents a
major focus (Bryman, 2001). It constitutes a
crucial bridge between conceptualization and
findings.
Essentially, the quantitative researcher is

concerned to explore variation in observed
values among units of analysis and the corre-
lates and causes of variation. All techniques
of quantitative data analysis – from the most
basic methods to the most advanced – are
concerned with capturing variation and with
helping us to understand that variation. The
variable is crucial because it is the axis along
which variation is measured and thereby
expressed. Indeed, so central is the variable
to the discourse of quantitative research
that it has to all intents and purposes become
synonymous with the notion of a concept.
Variables are, after all, supposed to be mea-
sures or indicators that are designed to quan-
tify concepts, but frequently writers of
research papers and methodology texts refer

to the process of measuring variables. In the
process, concepts and variables become
almost indistinguishable. The variable is also
frequently the focus of attention for critics of
quantitative research (e.g., Blumer, 1956), in
large part because it is emblematic of the
research strategy.
The variable can be usefully contrasted

with the idea of a constant. The latter occurs
when there is no variation in observed values
among units of analysis, as when all members
of a survey sample reply to a questionnaire
item in the same way. Uncovering constants is
relatively unusual and is likely to require a
somewhat different strategy on the part of the
researcher, since techniques of quantitative
data analysis are typically concerned with
exploring variation rather than its absence.

LEVELS OF MEASUREMENT

One of the most fundamental issues in quan-
titative data analysis is knowing which types
of technique can be used in relation to par-
ticular levels of measurement. It is funda-
mental because each statistical technique
presumes that the levels of measurement to
which it is being applied are of a certain type
or at least meet certain basic preconditions.
This means that if a technique is applied to
variables which do not meet its underlying
assumptions, the resulting calculation will be
meaningless.Therefore, being able to distinguish
between the different levels of measurement
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is basic to the art and craft of quantitative
data analysis.
Writers often refer to different ‘types of

variables’ as a shorthand for different levels of
measurement. As such there is an array of dif-
ferent types of variables or levels of measure-
ment. This array reflects the fact that the four
levels of measurement to be discussed are on a
continuum of degrees of refinement.There are
four types of variables which are typically pre-
sented in terms of an ascending scale of refine-
ment: nominal; ordinal; interval; and ratio.

Nominal variable

The nominal variable, often also referred to as
the categorical variable, is the most basic level
of measurement. It entails the arbitrary
assignment of numbers (a process referred to
as coding) to the different categories that
make up a variable. The different categories
simply constitute a classification. We cannot
order them in any way – they are simply dif-
ferent. The numbers that are different have
no mathematical significance; instead, they
act as tags which facilitate the computer pro-
cessing of the data. Thus, if we asked a ques-
tion in a social survey on religious affiliation,
we would assign a number to each type
of affiliation and record each respondent’s
affiliation with the appropriate number.
Similarly, in an experiment on asking ques-
tions, Schuman and Presser (1981) asked:

The next question is on the subject
of work. People look for different
things in a job.Which of the following
five things would you most prefer in
a job?

The five options which could be chosen were:

1 Work that pays well
2 Work that gives a feeling of
accomplishment

3 Work where there is not too
much supervision and you make
most decisions yourself

4 Work that is pleasant and where
the other people are nice to work
with

5 Work that is steady with little
chance of being laid off

In assigning numbers to each of these five
possible answers, all we are doing is supplying

a label to each type of response.We can only
say that all those answering in terms of the
first response differ from those answering in
terms of the second, who differ from those
answering in terms of the third, and so on.
Sometimes, we have just two categories,

such as male/female or pass/fail. Strictly
speaking such variables – often referred to as
dichotomous variables or binary variables
(e.g., Bryman and Cramer, 2001) – are nominal
variables. However, sometimes such variables
require a different approach to analysis from
nominal variables with more than two cate-
gories and are therefore treated by some writ-
ers as a separate type of variable.

Ordinal variable

As we have seen, with a nominal variable we
can say no more than that people (or what-
ever the unit of analysis) differ in terms of its
constituent categories. If we are able to array
the categories in terms of rank order then we
have an ordinal variable. Thus, if we asked a
sample of people how satisfied they were
with their jobs and presented them with the
following possible responses, we would have
an ordinal variable:

1 Very satisfied
2 Fairly satisfied
3 Neither satisfied nor dissatisfied
4 Fairly dissatisfied
5 Very dissatisfied

In this case, although the numbers attached
to each category are merely used to allow the
answers to be processed, we can say that each
number has a significance that is relative to
the others, since they are on a scale from 1
(denoting very satisfied) to 5 (denoting very
dissatisfied). Each number therefore repre-
sents a level of job satisfaction or dissatisfac-
tion.What we cannot say is that, for example,
the difference between being very satisfied
and fairly satisfied is the same as the differ-
ence between being very dissatisfied and
fairly dissatisfied. All we can say is that the
respondents differ in terms of their levels of
job satisfaction, with some respondents being
more satisfied than others.

Interval variable

An interval variable is the next highest level
of refinement. It shares with an ordinal variable
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the quality of the rank ordering of the
categories (which should more properly be
called values) but differs in that with an inter-
val variable, the distances between the cate-
gories are equal across the range of categories.
Thus, we can say that the difference between
a temperature of 43°F and 44°F is the same as
the difference between 24°F and 25°F. As
such, the values that an interval variable can
take are genuine numbers rather than the
scoring or coding process associated with the
quantification of the categories of nominal
and ordinal variables, where the number
system is essentially arbitrary. However, inter-
val variables are relatively unusual in the
social sciences, in that most apparently inter-
val variables are in fact ratio variables.

Ratio variable

A ratio variable represents the highest level of
measurement. It is similar to an interval vari-
able, but in addition there is a true zero
point. In measurement theory, a true zero
point implies an absence of the quality being
measured, that is, you cannot have less than
none of it. This feature means that not only
can we say that the difference between an
income of $30 000 a year and an income of
$60 000 a year is the same as the difference
between an income of $40 000 and an
income of $70 000 a year (that is, a difference
of $30 000), but also we can say that the
income of $60 000 a year is double that of
$30 000 a year. This means that we can con-
duct all four forms of arithmetic on ratio vari-
ables. Similar qualities can be discerned in
such common variables as age, years in full-
time education, size of firm, and so on.
In the social sciences, because most appar-

ently interval variables are ratio variables, it is
common for writers to prefer to refer to them
as interval/ratio variables (e.g., Bryman and
Cramer, 2001). Moreover, the vast majority
of statistical techniques which require that
the variable in question is at the interval level
of measurement can also be used in relation

to ratio variables. Therefore, the crucial
distinctions for most purposes are between
nominal, ordinal and interval/ratio variables.
Table 2.1 seeks to bring together the key

decision-making principles that are involved
in deciding how to distinguish between
different kinds of variables.

MEASURES AND INDICATORS

A distinction is often drawn between mea-
sures and indicators. Measures constitute
direct quantitative assessments of variables.
For example, we could say that a question on
respondents’ incomes in a survey would pro-
vide us with a measure of the variable
income. As such, reported income is a very
direct estimate of income. This can be con-
trasted with a situation in which the quanti-
tative assessment of a variable is or has to be
indirect. An example is the previously cited
question on job satisfaction. While the ques-
tion asks directly about job satisfaction, we
do not know whether it does in fact tap that
underlying variable. In this case, we are using
the question as an indicator of job satisfac-
tion. Whether it does in fact reflect respon-
dents’ levels of job satisfaction is an issue to
do with whether it is a valid indicator, about
which more will be said below. The issue of
whether something is an indicator or a mea-
sure is not to do with an inherent quality: if
respondents’ answers to a question on their
incomes are employed as a proxy for social
class, it becomes an indicator rather than a
measure as in the previous illustration.

CODING

A key step in the preparation of data for pro-
cessing by computer is coding. As has already
been suggested in relation to nominal and
ordinal variables, precisely because these vari-
ables are not inherently numerical, they must
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Table 2.1 Summary of the characteristics of the four types of variable
Is there a true Are the distances Can the categories
zero point? between categories equal? be rank-ordered?

Ratio variable Yes Yes Yes
Interval variable No Yes Yes
Ordinal variable No No Yes
Nominal variable No No No
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be transformed into quantities. Illustrations of
the coding process have already been pro-
vided in relation to Schuman and Presser’s
(1981) question on work motivation and an
imaginary example of a question on job satis-
faction. In each case, the numbers chosen are
arbitrary. They could just as easily start with
zero, or the direction of the coding could be
the other way around.
Coding in relation to social surveys arises

mainly in relation to two kinds of situations.
Firstly, in the course of designing a structured
interview or self-administered questionnaire,
researchers frequently employ pre-coded ques-
tions. Such questions include on the instru-
ment itself both the categories from which
respondents must choose and the code
attached to each answer. Coding then
becomes a process of designating on the com-
pleted questionnaires which code an answer
denotes. The second kind of context arises in
relation to the post-coding of open questions.
Coding in this context requires that the
researcher derives a comprehensive and
mutually exclusive set of categories which
can denote certain kinds of answer.
What is crucial is that the coding should be

such that:

• the list of categories is mutually exclusive
so that a code can only apply to one
category;

• the list of categories is comprehensive, so
that no category or categories have been
obviously omitted; and

• whoever is responsible for coding has
clear guidelines about how to attach
codes so that their coding is consistent
(often called intra-coder reliability) and so
that where more than one person is
involved in coding the people concerned
are consistent with each other (inter-coder
reliability).

The first two considerations are concerned
with the design of pre-coded questions and
with the derivation of categories from open
questions. The third consideration points to
the need to devise a coding frame which pin-
points the allocation of numbers to cate-
gories. In a sense, with pre-coded questions,
the coding frame is incorporated into the
research instrument. With open questions,
the coding frame is crucial in ensuring that a
complete list of categories is available and
that the relevant codes are designated. In
addition, it is likely to be necessary to include

a detailed set of instructions for dealing with
the uncertainties associated with the catego-
rization of answers to open questions when
the appropriate category is not immediately
obvious. With techniques like structured
observation and content analysis, the design
of such instructions – which is often in a form
known as a coding manual – is a crucial step
in the coding of the unstructured data which
are invariably the focus of these methods.
A further consideration is that researchers

quite often recode portions of their data. This
means that their analyses suggest that it
is likely to be expedient or significant to
aggregate some of the codes and hence the
categories that the codes stand for. For exam-
ple, in the coding of unstructured data, the
researcher might categorize respondents into,
for example, nine or ten categories. For the
purposes of presenting a frequency table for
that variable, this categorization may be
revealing, but if the sample is not large, when
a contingency table analysis is carried out
(e.g. cross-tabulating the variable by age), the
cell frequencies may be too small to provide
a meaningful set of findings. In response to
this situation, the researcher may group some
of the categories of response so that there are
just five categories. Such recoding of the data
can only be carried out if the recoded cate-
gories can be meaningfully combined. There
is the risk that the process of recoding in this
way might result in combinations that cannot
be theoretically justified, but recoding of data
is quite common in the analysis of survey and
other kinds of data.

SCALE CONSTRUCTION

One of the crucial issues faced in the mea-
surement process in social research is
whether to employ just one or more than one
(and in fact usually several) indicators of a
variable. Employing more than one indicator
has the obvious disadvantage of being more
costly and time-consuming than relying
on one indicator. However, there are certain
problems with a dependence on single
indicators:

1. A single indicator may fail to capture the
full breadth of the concept that it is
standing in for. This means that impor-
tant aspects of the concept are being
overlooked. The use of more than one
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indicator increases the breadth of the
concept that is being measured.

2. In surveys, a single indicator may fail to
capture a respondent’s attitude to an
issue or behaviour. This may be due to a
variety of factors, such as lack of under-
standing or misinterpretation of a ques-
tion. By using several indicators, the
effect of such error may be at least partly
offset by answers to other questions
which serve as indicators and which are
not subject to the same problem.

3. When more than one indicator is
employed and the score on each indica-
tor is then combined to form a total score
for each respondent (as occurs with the
use of summated scales – see below),
much greater differentiation between
respondents is feasible than when a single
indicator is employed. For example, with
the imaginary job satisfaction indicator
used above, respondents could only be
arrayed along a scale from 1 to 5. If more
than one indicator is used and scores are
aggregated, much finer quantitative
distinctions become possible.

In other words, for any single respondent,
reliance on a single indicator increases the
likelihood of measurement error.
The recognition of the importance of

multiple-indicator measures has resulted in a
growing emphasis on the construction of
scales. There are different approaches to scale
construction, but most researchers employ
summated scales, which entail the use of sev-
eral items which are aggregated to form a
score for each respondent. This allows much
finer distinctions between respondents to be
made (see point 3 above). One of the most
common formats for this type of scale is the
Likert scale, whereby respondents are pre-
sented with a series of statements to which
they indicate their levels of agreement or
disagreement.
To illustrate this approach to scale con-

struction, consider an attempt by a researcher
interested in consumerism to explore (among
other issues) the notion of the ‘shopaholic’.
The following items might be used to form a
Likert scale to measure shopaholicism:

1 I enjoy shopping.
Strongly Agree Neither Disagree Strongly
agree agree disagree

nor
disagree

2 I look forward to going shopping.
Strongly Agree Neither Disagree Strongly
agree agree disagree

nor
disagree

3 I shop whenever I have the opportunity.
Strongly Agree Neither Disagree Strongly
agree agree disagree

nor
disagree

4 I avoid going shopping if I can.
Strongly Agree Neither Disagree Strongly
agree agree disagree

nor
disagree

5 When I visit a town or city I don’t know
well, I always want to see the shops.
Strongly Agree Neither Disagree Strongly
agree agree disagree

nor
disagree

6 Shopping is a chore that I have to put up
with.
Strongly Agree Neither Disagree Strongly
agree agree disagree

nor
disagree

Each reply will be scored. Various scoring
mechanisms might be envisaged, but let us
say that we want 5 to represent the highest
level of shopaholicism represented by each
answer and 1 the lowest, with 3 representing
the neutral position. Notice that two of the
items (4 and 6) are ‘reverse items’. With the
four others agreement implies a penchant for
shopping. However, with items 4 and 6,
agreement suggests a dislike of shopping.
Thus, with items 1, 2, 3 and 5, the scoring
from strongly agree to strongly disagree will
go from 5 to 1, but with items 4 and 6 it will
go from 1 to 5. This reversal of the direction
of questioning is carried out because of the
need to identify respondents who exhibit
response sets, which have been defined as
‘irrelevant but lawful sources of variance’
(Webb et al., 1966: 19). An example of a
response set to which Likert and similar
scales are particularly prone is yeasaying or
naysaying, whereby respondents consistently
answer in the affirmative or negative to a bat-
tery of items apparently regardless of their
content. Consequently, if a respondent
answered strongly agree to all six items, we
would probably take the view that he or she
is not paying much attention to the content
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of the items, since the answers are highly
inconsistent in their implications.
The scale would have a minimum score for

any individual of 6 (presumably indicating a
‘shopaphobe’) and a maximum of 30 (a total
‘shopaholic’). Most will be arrayed on the 23
points in between. A respondent scoring 5, 4,
4, 5, 3, 5, producing a score of 26, would be
towards the shopaholic end of the con-
tinuum. A further feature of such scales is
that essentially they produce ordinal vari-
ables.We cannot really say that the difference
between a score of 12 and a score of 13 is
equal to the difference between a score of 15
and a score of 16. However, most writers are
prepared to treat such scales as interval/ratio
variables on the grounds that the large num-
ber of categories (25 in this case) means that
they approximate to a ‘true’ interval/ratio
variable. Certainly, summated scales are rou-
tinely treated as though they are
interval/ratio variables in journal papers
reporting the results of research.
With a Likert scale, respondents indicate

their degrees of agreement. While a five-
point scale of agreement is employed in the
above example, some researchers prefer to
use seven-point scales (very strongly agree,
strongly agree, agree, etc.) or even longer
ones. Other types of response format for
summated scales include the binary response
format:

I enjoy shopping Agree Disagree

the numerical response format:

I enjoy shopping 5 4 3 2 1

(where 5 means Strongly agree and 1
means Strongly disagree)

and the bipolar numerical response format:

I enjoy shopping 7 6 5 4 3 2 1 I hate shopping

Once a scale has been devised and adminis-
tered, the researcher needs to ask whether
the resulting scale measures a single dimen-
sion. There are three highly related aspects to
this question.

1. Is there an item (or are there items)
showing a different pattern of response
from those associated with the other con-
stituent items? If there are, the offending
item or items need to be eliminated from
the scale. One way of checking for this

possibility is to search out information on
the item–total correlations. An inter-item
correlation relates scores on each item to
scores on the scale overall. If an inter-
item correlation is much lower or higher
than other inter-item correlations, it
becomes a candidate for exclusion from
the scale.

2. Is the scale internally reliable? This issue,
which will be elaborated upon below, is
concerned with the overall internal
coherence of the items. Eliminating
items which show a different pattern of
response from the rest will enhance
internal reliability.

3. Does the scale contain more than one
dimension? If there are items which
show a different pattern of response, it
may be that there is a systematic quality
to this variation such that the scale is not
measuring a single dimension but possi-
bly two or more. When this occurs, the
nature of the underlying dimensions
needs to be identified and named. Factor
analysis is the most appropriate means of
exploring this issue and will be given
greater attention below.

The second of these aspects is concerned
with the more general issue of the reliability
of variables, which, along with validity, is a
crucial issue in the evaluation of the adequacy
of a variable.

RELIABILITY AND VALIDITY OF VARIABLES

Reliability and validity are crucial criteria in
the evaluation of variables. In spite of the fact
that these two terms are often used inter-
changeably in everyday speech, they refer to
different aspects of the qualities of variables.

Reliability

Reliability is concerned with the consistency
of a variable. There are two identifiable
aspects of this issue: external and internal reli-
ability. If a variable is externally reliable it
does not fluctuate greatly over time; in other
words, it is stable. This means that when we
administer our scale of shopaholicism, we can
take the view that the findings we obtain are
likely to be the same as those we would find
the following week. The most obvious exam-
ination of external reliability is to test for
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test–retest reliability.This means that sometime
after we administer our scale, we readminis-
ter it and examine the degree to which
respondents’ replies are the same for the two
sets of data. The chief difficulty with this
method is that there are no guidelines about
the passage of time that should elapse
between the two waves of administration. If
the passage of time is too great, test–retest
reliability may simply be reflecting change
due to intervening events or respondents’
maturation. Furthermore, testing for test–retest
reliability can become a major data collection
exercise in its own right, especially when
large samples are involved and when there
are several variables to be tested.

Internal reliability is an issue that arises in
connection with multiple-indicator variables.
If a variable is internally reliable it is coher-
ent. This means that all the constituent indi-
cators are measuring the same thing. There
are several methods for assessing internal reli-
ability, one of which – item–total correlations –
was briefly mentioned above. A further
method is split-half reliability.This entails ran-
domly dividing the items making up a scale
into two halves and establishing how well the
two halves correlate. A correlation below 0.8
would raise doubts about the internal coher-
ence of the scale and perhaps prompt a
search for low item–total correlations. In the
case of the shopaholicism scale, the scale
would be divided into two groups of three
items, and respondents’ scores on the two
groups of items would be assessed. Nowadays,
the most common method of estimating inter-
nal reliability is Cronbach’s alpha (α), which is
roughly equivalent to the average of all possi-
ble split-half reliability coefficients for a scale
(Zeller and Carmines, 1980: 56). The usual
formula is

where k is the number of items;
∑

σ i
2 is the

sum of the total variances of the items; and σx
2

is the variance of the total score (Pedhazur
and Schmelkin, 1991: 93). If alpha comes out
below 0.8, the reliability of the scale may
need to be investigated further. Computer
software programs such as SPSS include a
facility whereby it is possible to request that
the alpha for the scale be computed with a
particular item deleted. If there is a sharp rise
in the level of alpha when any item is deleted,

that item will then become a candidate for
exclusion from the scale.
An important consideration in the mea-

surement process is that resulting variables
will contain measurement error – variation
that is separate from true variation in the
sample concerned. Such measurement error
is an artefact of the measurement instru-
ments employed and their administration.
For many researchers, assessing internal relia-
bility is one way in which they can check on
the degree of measurement error that exists
in summated scales, although it cannot
exhaust the range of possible manifestations
of such error.

Validity

Validity is concerned with the issue of
whether a variable really measures what it is
supposed to measure. Can we be sure that
our scale of shopaholicism is really to do with
shopaholicism and not something else? At
the very least, we should ensure that our scale
exhibits face validity. This will entail a rigor-
ous examination of the wording of the items
and an examination of their correspondence
with the theoretical literature on consump-
tion. We might also submit our items to
judges and invite them to comment on the
wording of the items and on the goodness of
fit between the items and what we might take
shopaholicism to entail. However, face valid-
ity is only a first step in validity assessment.

Criterion-related validity assesses a scale in
terms of a criterion in terms of which people
are known to differ. This form of validity
assessment can be viewed in terms of two
forms. Firstly, testing for concurrent validity
relates a variable to a contemporaneous crite-
rion. Thus, we might ask respondents who are
completing our shopaholicism scale how fre-
quently they go shopping. If we found that
there was no difference between shopaholics
and shopaphobes in terms of the frequency
with which they go shopping, we might ques-
tion how well the scale is measuring the
underlying concept. Equally, if the two types
of shoppers clearly differ, our confidence is
enhanced that the scale is measuring what it
is supposed to be measuring. Secondly, test-
ing for predictive validity relates a variable to
a future criterion. Some months after we
administer the shopaholicism scale we might
recontact our respondents and ask them
about the frequency with which they have
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been shopping in the previous month. Again,
we would expect the shopaholicism scale to
be able to discriminate between the frequent
and occasional shoppers. Alternatively, we
might ask our respondents to complete a
structured diary in which they report the fre-
quency with which they go shopping and the
amounts of time spent on their expeditions.
Testing for construct validity entails an

examination of the theoretical inferences that
might be made about the underlying con-
struct. It means that we would have to stipu-
late hypotheses concerning the construct
(shopaholicism) and then test them. Drawing
on theories about the consumer society and
consumerism, we might anticipate that
shopaholics will be more concerned about
the sign value of goods than their use value.
Consequently, we might expect they will
be more concerned with the purchase of
goods with designer labels. We could there-
fore design some questions concerned with
respondents’ predilection for designer brands
and relate these to findings from our shopa-
holicism scale. Of course, the problem here is
that if the theoretical reasoning is flawed, the
association will not be forged and this is
clearly not a product of any deficiencies with
our scale.
These are the major forms of validity

assessment. Other methods, such as conver-
gent validity, whereby a different method is
employed to measure the same concept, are
employed relatively rarely because they con-
stitute major projects in their own right.
One final point on this issue is that validity

presupposes reliability. If you have an unreliable
variable, it cannot be valid. If a variable is
externally unreliable, it fluctuates over time
and therefore cannot be providing a true indi-
cation of what it is supposed to be measuring.
If it is internally unreliable, it is tapping more
than one underlying concept and therefore is
not a genuine measure of the concept in
question.

DUMMY VARIABLES

One way of examining the association
between a nominal or categorical variable
(such as religious affiliation or nationality)
and a non-nominal variable (such as income
or life satisfaction) is to code the different
categories of the categorical variable in a par-
ticular way called dummy coding (Cohen
and Cohen, 1983). This procedure will be

explained in terms of the following example.
Suppose we wanted to determine the associa-
tion between nationality and life satisfaction.
To enable the relevant statistics to be com-
puted, a small sample of fictitious data has
been created and is presented in Table 2.2.
The categorical variable consists of three

nationalities,American, British and Canadian.
Each group consists of three people. The
non-categorical variable comprises a 10-point
measure of life satisfaction varying from 1 to
10, with higher scores representing greater
life satisfaction. From the mean score for each
nationality, we can see that the Americans
have the greatest life satisfaction, followed
by the Canadians and then the British. What
we are interested in is not the association
between particular nationalities and life satis-
faction (e.g., being American and life satisfac-
tion) but the association between the general
variable reflecting these nationalities and
life satisfaction (i.e., the association between
nationality and life satisfaction).
The simplest way of expressing the associ-

ation between the general variable of nation-
ality and life satisfaction is in terms of the
statistical coefficient called eta squared. Eta
squared is the variance in life satisfaction
attributed to the variable of nationality as a
proportion of the total variance in life satis-
faction. It can be worked out from an unre-
lated one-way analysis of variance. In this case
eta squared is 0.194. This method does not
involve dummy coding.
The dummy coding of a categorical vari-

able may be used when we want to compare
the proportion of variance attributed to
that variable with the proportion of variance
attributed to non-categorical variables (such
as age) together with any other categorical
variables (such as marital status).The method
usually used to determine these proportions
is multiple regression.Multiple regression can
be represented by the following regression
equation:

y = a + b1x1 + b2x2 + … + bkxk.
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Table 2.2 Life satisfaction in three nationalities
American British Canadian

9 8 7
7 5 7
6 4 4

Mean 7.33 5.67 6.00
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The dependent or criterion variable is often
designated y and in our example is life satis-
faction. The independent or predictor vari-
ables are usually signified by x1 to xk. One of
the predictor variables in our example is
nationality. Another predictor might be age.
The contribution or weight of each predictor
is normally the partial regression coefficient,
which is generally symbolized as b1 to bk. The
a is the intercept and may be referred to as
the constant.
Multiple regression assumes that the pre-

dictor variables are dichotomous or non-
categorical. Dichotomous variables (such as
gender) have two categories (female and
male) and may be treated as if they are non-
categorical in that one category is arbitrarily
assumed to be higher than another. For exam-
ple, females may be coded 1 and males 2.This
cannot be done with categorical variables
having more than two categories because the
numbers will be seen as reflecting an ordinal
scale at the very least. For instance, if we coded
Americans 1, Britons 2 and Canadians 3, mul-
tiple regression will assume that Americans
have the highest value and Canadians the low-
est, which might not be the case. We cannot
order nationalities in terms of their mean score
on life satisfaction (with Americans coded 1,
Canadians 2 and Britons 3) because this order
might not be the same for the other predictor
variables (such as age). Consequently, we have
to treat the categorical variable as if it were a
series of dichotomous variables.
The simplest form of coding is dummy cod-

ing, where we assign a 1 to the units of analy-
sis belonging to that category and 0 to units
not belonging to that category. So, for exam-
ple, we could code the three nationalities as
shown in Table 2.3. Here we use one dummy
variable to code all Americans as 1 and all
non-Americans as 0.We use another dummy
variable to code all Britons as 1 and non-
Britons as 0. In this scheme Americans are
represented by a 1 on the first dummy
variable and a 0 on the second dummy vari-
able. Britons are denoted by a 0 on the first
dummy variable and a 1 on the second dummy
variable.We do not need a third dummy vari-
able to code Canadians because Canadians
are represented by a 0 on both dummy vari-
ables. The category denoted by all 0s is some-
times known as the reference category. Thus,
only two dummy variables are needed to
represent these three categories.
The number of dummy variables required

to code a categorical variable is always one

less than the number of categories. So, if
there are four categories, three dummy vari-
ables are necessary. It does not matter which
category is denoted by 1s and 0s. In our
example, Americans could have been coded
0 0, Britons 1 0 and Canadians 0 1.The results
for the dummy variables taken together will
be exactly the same. If the reference category
is also coded in 1s and 0s, then one less than
the total number of dummy variables will be
entered into the multiple regression because
one of them is redundant. The reference cat-
egory is represented by the intercept a in the
regression equation. So, the multiple regres-
sion equation for regressing the criterion of
life satisfaction on the dummy coded cate-
gorical variable of nationality is:

Life satisfaction = Canadian

(y) (a)

+ b1 × American + b2 × British

(b1x1) (b2x2)

The multiple correlation squared is 0.194,
which is the same value as that for eta
squared. Dummy coded variables represent-
ing a particular categorical variable need to
be entered together in a single step in a hier-
archical multiple regression analysis.

EFFECTS AND CONTRAST CODING

Two other ways of coding categorical vari-
ables are effects and contrast coding. Both
these methods will explain exactly the same
proportion of variance by the categorical vari-
able as dummy coding. However, the partial
regression coefficients may differ insofar as
they represent different comparisons. If infor-
mation on particular comparisons is also
needed, the required comparisons have to be
specified with the appropriate coding. With
dummy coding, the constant is the reference
category. In our example on nationality,
the unstandardized partial regression coeffi-
cient for the first dummy variable essentially
compares the mean life satisfaction of
Americans with that of Canadians. Similarly,

CONSTRUCTING VARIABLES 25

Table 2.3 Dummy variable coding
of three nationalities
Nationalities d1 d2
American 1 0
British 0 1
Canadian 0 0
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the unstandardized partial regression
coefficient for the second dummy variable
compares the mean life satisfaction of Britons
with that of Canadians. See Cohen and
Cohen (1983) for further details.
With effects coding, the constant is the

mean of all equally weighted group means,
which is produced by coding one of the
categories as −1 instead of 0, such as the
Canadians as shown in Table 2.4. In this case,
the unstandardized partial regression coeffi-
cient for the first effects-coded variable com-
pares the mean life satisfaction of Americans
with that of all three groups. The unstandar-
dized partial regression coefficient for the
second effects-coded variable contrasts the
mean life satisfaction of Britons with that of
the three nationalities.
Contrast coding enables other kinds of

comparisons to be made provided that the
comparisons are independent or orthogonal.
As with dummy and effects coding, the num-
ber of comparisons is always one less than the
number of groups. For example, if we wanted
to compare Americans with Britons and
Americans and Britons combined with
Canadians, we would code the groups as indi-
cated in Table 2.5. For the comparisons to be
independent, the products of the codes for
the new contrast-coded variables have to sum
to zero, which they do in this case:

1 × (− ½) + (−1) × (− ½) + 0 × 1

= − ½ + ½ + 0 = 0.

FACTOR ANALYSIS

Factor analysis is commonly used to deter-
mine the factorial validity of a measure

assessed by several different indices. Factorial
validity refers to the extent to which separate
indices may be seen as assessing one or more
constructs. Indices that measure the same
construct are grouped together to form a
factor. Suppose, for example, we were inter-
ested in determining whether people who
said they were anxious were also more likely
to report being depressed.We made up three
questions for assessing anxiety (A1–A3)
and three questions for measuring depression
(D1–D3):

A1 I get tense easily
A2 I am often anxious
A3 I am generally relaxed

D1 I often feel depressed
D2 I am usually happy
D3 Life is generally dull

Each question is answered on a five-point
Likert scale ranging from ‘Strongly agree’
(coded 1) through ‘Neither agree nor disagree’
(coded 3) to ‘Strongly disagree’ (coded 5).
The anxiety questions appear to ask about

anxiety and the depression questions seem to
be concerned with depression. If people can
distinguish anxiety from depression and if
people who are anxious tend not to be
depressed as well, then answers to the anxiety
questions should be more strongly related to
each other than to the answers to the depres-
sion questions. Similarly, the answers to the
depression questions should be more highly
associatedwith each other thanwith the answers
to the anxiety questions. If this turns out to
be the case, the three items measuring anxi-
ety may be combined together to form a
single index of anxiety, while the three items
assessing depression may be aggregated
to create a single measure of depression. In
other words, the anxiety items should form
one factor and the depression items should
form another factor.
However, the way the answers to these six

questions are actually grouped together may
differ from this pattern. At one extreme, each
answer may be unrelated to any other answer
so that the answers are not grouped together
in any way. At the other extreme, all the
answers may be related and grouped together,
perhaps representing a measure of general dis-
tress. In between these two extremes the
range of other possible patterns is large. For
example, the two positively worded items
(A3 and D2) may form one group of related
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Table 2.4 Effects coding of three nationalities
Nationality e1 e2
American 1 0
British 0 1
Canadian −1 −1

Table 2.5 Contrast coding of three
nationalities
Nationality c1 c2
American 1 −½
British −1 −½
Canadian 0 1
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items and the remaining four negatively
worded items may comprise another group of
related items. We use factor analysis to see
how the items group together.

Correlation matrix

The first step in looking at the way the
answers are related to each other is to corre-
late each answer with every other answer. To
illustrate our explanation we will use the
small sample of fictitious data in Table 2.6.
This table shows the coded answers of six
people to the six questions on anxiety and
depression. So, case number 1 answers ‘strongly
disagree’ to the first question (A1) and ‘nei-
ther agree nor disagree’ to the second ques-
tion (A2). Correlating the answers of the six
cases to the six questions results in the trian-
gular correlation matrix shown in Table 2.7.
Correlations can vary from –1 through 0

to 1. The sign of the correlation indicates the
direction of the relationship between two
variables. A negative correlation represents
high scores on one variable (e.g., 5) being
associated with low scores on the other

variable (e.g., 1). For instance, from Table 2.7
we can see that the correlation between the
answers to the questions about being anxious
(A2) and being relaxed (A3) is −0.94. In
other words, people who agree they are anx-
ious have a strong tendency to disagree that
they are relaxed (and vice versa). A positive
correlation indicates high scores on one vari-
able being associated with high scores on the
other variable and low scores on one variable
going together with low scores on the other
variable. For example, in Table 2.7 we can see
that the correlation between the answers to
the questions about being tense (A1) and
being anxious (A2) is 0.51. In other words,
individuals who agree that they are tense have
a moderate tendency to agree that they are
anxious.
The strength of the association between

two variables is indicated by its absolute
value (i.e., disregarding the sign of the corre-
lation). The correlation between being
anxious and being relaxed (−0.94) is stronger
than that between being tense and being anx-
ious (0.51) because it is bigger. Conven-
tionally, correlations in the range of 0.1 to 0.3
are usually described verbally as being weak,
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Table 2.6 Coded answers on a 5-point scale to six questions
Cases A1(Tense) A2 (Anxious) A3 (Relaxed) D1 (Depressed) D2 (Happy) D3 (Dull)

1 5 3 2 3 4 2
2 2 1 4 3 2 4
3 4 3 2 4 1 4
4 3 5 1 2 3 2
5 2 1 5 4 2 4
6 3 2 4 3 4 1

Table 2.7 Triangular correlation matrix for six variables
Variables A1 (Tense) A2 (Anxious) A3 (Relaxed) D1 (Depressed) D2 (Happy) D3 (Dull)

A1
(Tense) 1.00
A2
(Anxious) 0.51 1.00
A3
(Relaxed) −0.66 −0.94 1.00
D1
(Depressed) −0.04 −0.61 0.51 1.00
D2
(Happy) 0.33 0.22 −0.11 −0.59 1.00
D3
(Dull) −0.36 −0.45 0.29 0.63 −0.91 1.00

Hardy & Bryman-3836-Ch-02:Hardy & Bryman-3836-Ch-02.qxp 12/12/2008 5:07 PM Page 27



small or low; correlations in the range of
0.4 to 0.6 as being moderate or modest; and
correlations in the range of 0.7 to 0.9 as being
strong, large or high. The correlations in the
diagonal of the matrix can be ignored or
omitted as they represent the correlation of
the variable with itself. This will always be
1.0 as there is a perfect positive relationship
between two sets of the same scores.
From Table 2.7 it can be seen that the

absolute size of the correlations among the
three anxiety answers ranges from 0.51 to
0.94, suggesting that these answers go
together. The absolute size of the correlations
among the three depression answers ranges
from 0.59 to 0.91, indicating that these
answers go together. The data were deliber-
ately generated to be associated in this way. In
data that have not been so made up, the
pattern may be less obvious. Even in these
data, the pattern of results is not clear-cut.
The absolute size of the correlation between
being anxious (A2) and being depressed (D1)
is 0.61, larger than the 0.51 between being
tense (A1) and being anxious (A2). Further-
more, the correlation between being relaxed
(A3) and being depressed (D1) is 0.51, the
same as that between being tense (A1) and
being anxious (A2). Consequently, it is possi-
ble that the answers to D1 may be more
closely associated with the three anxiety
items than with the other two depression
items. Thus, the way the items are grouped
may not be sufficiently apparent from simply
looking at the correlations among the items.
This is more likely to be the case the larger
the number of variables. Factor analysis is
used to make the way variables are grouped
together more obvious.
Factor analysis is a set of statistical pro-

cedures that summarize the relationships
between the original variables in terms of a
smaller set of derived variables called factors.
The relationship between the original vari-
able and the factors is expressed in terms of a
correlation or loading. The larger the absolute
size of the correlation, the stronger the asso-
ciation between that variable and that factor.
The meaning of a factor is inferred from the
variables that correlate most highly with it.
Originally, factor analysis was used to explore
the way in which variables were grouped
together. More recently, statistical techniques
have been designed to determine whether
the factors that have been obtained are
similar to or confirm those that were either

hypothesized as existing or actually found in
another group. Consequently, when develop-
ing a series of indices to measure a variable,
it may be more appropriate to use an
exploratory rather than a confirmatory factor
analytic technique. If we want to compare our
results with those already obtained, then con-
firmatory factor analysis may be preferable.

Exploratory factor analysis

There are a number of different procedures
for exploratory factor analysis. The two most
commonly used are principal components and
principal factors or axes. Factor analysis is the
term used to describe all methods of analysis
but may also refer to the particular technique
called principal factors. In principal compo-
nents all the variance in a variable is analysed.
Variance is a measure of the extent to which
the values of a variable differ from the mean.
In principal components, this variance is set
at 1.0 to indicate that all the variance in a
variable is to be analysed. This will include
any variance that may be due to error rather
than to the variable being measured. In prin-
cipal axes only the variance that the variable
shares with all other variables in the analysis
is analysed. This shared variance or covari-
ance is known as communality and will be less
than 1.0. Communality is also sometimes
used to refer to the variance in principal
components.
Often both procedures will give similar

results so that it does not matter which pro-
cedure is selected. Tabachnick and Fidell
(2001) have suggested that principal compo-
nents should be used when an empirical
summary of the data is required, whereas
principal axes should be applied when testing
a theoretical model. One problem with prin-
cipal axes is that the communalities may not
always be estimable or may be invalid (e.g.,
having values greater than 1 or less than 0),
thereby requiring one or more variables to be
dropped from the analysis. Consequently, we
will use principal components to illustrate
the explanation of factor analysis.

Initial factors The number of factors ini-
tially extracted in an analysis is always the
same as the number of variables, as shown in
Table 2.8. For each variable, the entries in the
table represent its loading or correlation
with each factor; the square of each entry is a
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measure of variance. So, the variance of A1 is
−0.62 squared, which is about 0.38. The
amount of variance accounted for by a factor
is called the eigenvalue or latent root, and is
the sum of the squares of each entry in a
column, that is, the sum of the variances for
each variable. The first factor has the highest
loadings and extracts or reflects the greatest
amount of variance in the variables. It has an
eigenvalue of 3.42. Subsequent factors repre-
sent decreasing amounts of variance. The
second factor has an eigenvalue of 1.53, while
the sixth factor has an eigenvalue of 0. The
eigenvalues should sum to the number of
factors, which in this case is 6 (allowing
for rounding error). The variance that each
factor accounts for can also be expressed as a
proportion of the total variance. Thus, the
first factor explains 3.42/6.00 = 0.57 of the
total variance, and the second factor
1.53/6.00 = 0.26.

Number of factors to be retained Because
the number of factors extracted is always the
same as the number of variables that are
analysed, we need some criterion for deter-
mining which of the smaller factors should be
ignored as the bigger ones account for most
of the variance. One of the main criteria used
is the Kaiser or Kaiser–Guttman criterion,
which was suggested by Guttman and
adapted by Kaiser. This criterion ignores
factors that have eigenvalues of 1 or less. The
maximum variance that each variable
explains is set at 1, so that factors having
eigenvalues of 1 or less explain less variance
than that of one variable on average. In other
words, according to this criterion, only factors
that account for the variance of more than
one variable are retained for further analysis.

In our example, only the first two factors
have eigenvalues of more than 1, while the
other four factors have eigenvalues of 1 or
less. Thus, according to this criterion, we
would keep the first two factors for further
analysis. It should be noted that a cut-off at 1
may be somewhat arbitrary when there are
factors which fall close to either side of this
value. According to this criterion, a factor
with an eigenvalue of 1.01 will be retained
while one with an eigenvalue of 0.99 will be
dropped, although the difference in the
eigenvalues of these two factors is very small.
In such cases it may be worthwhile extracting
both more and fewer to see whether these
factors, when rotated, are more meaningful
than those retained according to Kaiser’s
criterion.
A second criterion is the graphical scree

test proposed by Cattell (1966), who sug-
gested that the Kaiser criterion may retain
too many factors when there are many vari-
ables and too few factors when there are few
variables. Child (1990) has specified ‘many
variables’ as more than 50 and ‘few’ as less
than 20. In the scree test the eigenvalue
of each factor is represented by the vertical
axis of the graph while the factors are
arranged in order of decreasing size of eigen-
value along the horizontal axis, as shown in
Figure 2.1.
Scree is a geological term for the rubble

and boulders lying at the base of a steep slope
and obscuring the real base of the slope itself.
The number of factors to be extracted is indi-
cated by the number of factors that appear to
represent the line of the steep slope itself
where the scree starts. The factors forming
the slope are seen as being the substantial
factors, while those comprising the scree are
thought to be small error factors.The number
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Table 2.8 Initial principal components
1 2 3 4 5 6

A1 (Tense) −0.62 0.39 0.67 −0.13 −0.02 0.00
A2 (Anxious) −0.84 0.44 −0.23 0.20 0.09 0.00
A3 (Relaxed) 0.79 −0.61 0.10 0.05 0.03 0.00
D1 (Depressed) 0.77 0.26 0.54 0.21 0.04 0.00
D2 (Happy) −0.69 −0.68 0.24 −0.08 0.11 0.00
D3 (Dull) 0.80 0.53 −0.15 −0.22 0.10 0.00
Eigenvalues 3.42 1.53 0.88 0.16 0.03 0.00
Eigenvalues as 0.57 0.26 0.15 0.03 0.01 0.00
proportion of
total variance
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of the factor identifying the start of the scree
indicates the number of factors to be kept.
The scree factors are usually identified by

being able to draw a straight line through or
very close to their points on the graph.This is
not always easy to do, as shown in Figure 2.1.
In this case it is unclear whether the scree
begins at factors 2, 3 or 4, and so whether the
number of factors to be retained for further
analysis should be 2, 3 or 4. Thus, one
problem with the scree test is that determin-
ing where the scree begins may be subjective,
as in this example. When this occurs, it may
be useful to extract both fewer and more
factors around the number suggested by the
scree test and to compare their meaningful-
ness when rotated. If more than one scree can
be identified using straight lines, the number
of factors to be retained is minimized by
selecting the uppermost scree.

Factor rotation As already explained, the
first factor in a factor analysis is designed to
represent the largest amount of variance in
the variables. In other words, most of the vari-
ables will load or correlate most highly with
the first factor. If we look at the absolute
loadings of the variables on the first factor in
Table 2.8, we see that they vary from 0.62 to
0.84. The second factor will reflect the next

largest amount of variance.As a consequence,
the loadings of the variables on the second
factor will generally be lower.We see in Table
2.8 that they range in absolute value from
0.26 to 0.68. The loading of variables on two
factors can be plotted on two axes represent-
ing those factors, as shown in Figure 2.2.
These axes are called reference axes. In Figure
2.2 the horizontal axis represents the first
factor and the vertical axis the second factor.
The scale on the axes indicates the factor
loadings and varies in steps of 0.2 from –1.0
to +1.0. The item on anxiousness (A2),
for example, has a loading of −0.84 on the
first factor and of 0.44 on the second (see
Table 2.8).
It may be apparent that the two axes do

not run as close as they could to the points
representing the variables. If we were to
rotate the axes around their origin, then these
two axes could be made to pass nearer to
these points, as shown in Figures 2.3 and 2.4.
The effect of rotating the axes is generally

to increase the loading of a variable on one of
the factors and to decrease it on the others,
thereby making the factors easier to inter-
pret. For example, in Table 2.9 we can see
that the effect of rotating the two axes is to
increase the loading of the item on anxious-
ness from −0.84 to –0.91 on the first rotated
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Figure 2.1 Cattell’s scree test
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factor and to decrease it from 0.44 to 0.27 on
the second rotated factor.
Axes may be rotated in one of two ways.

First, they may be made to remain at right
angles to each other, as is the case in Figure
2.3. This is known as orthogonal rotation. The
factors are independent of or uncorrelated
with one another. The advantage of this
approach is that the information provided by
the factors is not redundant. Knowing the
values on one factor (e.g., anxiety) does not

enable one to predict the values of another
factor (e.g., depression) as the factors are
unrelated. The disadvantage is that the
factors may be related to one another in real-
ity and so the factor structure does not accu-
rately represent what occurs.
Second, the factors may be allowed to be

related and to vary from being at right angles
to one another, as illustrated in Figure 2.4.
This is known as oblique rotation. The advan-
tage of this method is that the factors may
more accurately reflect what occurs in real
life. The disadvantage is that if the factors are
related, knowledge about the values of one
factor may allow one to predict the values of
other factors. The results of the two methods
may be similar, as in this example.
The most widely used form of orthogonal

rotation is varimax, which maximizes the
variance within a factor by increasing high
loadings and decreasing low loadings. The
loadings shown in Table 2.9 were derived
using this method. Comparing the results of
Tables 2.8 and 2.9, we can see that orthogo-
nal rotation has increased the loadings of
three variables for the first (A1, A2 and A3)
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Table 2.9 First two orthogonally rotated
principal components

1 2

A1 (Tense) −0.72 −0.15
A2 (Anxious) −0.91 −0.27
A3 (Relaxed) 0.99 0.11
D1 (Depressed) 0.37 0.72
D2 (Happy) 0.03 −0.96
D3 (Dull) 0.22 0.94
Eigenvalues 2.51 2.43
Eigenvalues as 0.42 0.41
proportion of
total variance
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and second factor (D1, D2 and D3). It has
decreased the loadings of three variables for
the first (D1, D2 and D3) and second factor
(A1, A2 and A3). The variables loading
highest on the first factor are being relaxed
(0.99), not anxious (−0.91) and not tense
(−0.72) respectively, indicating that this
factor represents anxiety. The variables load-
ing highest on the second factor are not being
happy (−0.96), finding life dull (0.94) and
being depressed (0.72) respectively, showing
that this factor reflects depression. These
results suggest that the three items on anxiety
(A1,A2 andA3) can be aggregated to measure
anxiety and the three items on depression
(D1, D2 and D3) can be grouped together
to assess depression. Orthogonal rotation
also has the effect of spreading the variance
across the factors more equally. The variance
accounted for by the first factor is 0.57
when unrotated and 0.42 (2.51/6.00) when
rotated. For the second factor it is 0.26
when unrotated and 0.41 (2.43/6.00) when
rotated.
The results of an oblique rotation using a

method called direct oblimin are presented in
Table 2.10. The findings are similar to those
for varimax. The variables loading highest on
the first factor are being relaxed (0.99), not
anxious (–0.94) and not tense (–0.73), respec-
tively. The variables loading highest on the
second factor are finding life dull (0.96), not
being happy (–0.95) and being depressed
(0.78), respectively. The results indicate that
the three anxiety items (A1, A2 and A3) can
be combined together, as can the three
depression items (D1, D2 and D3). The two
factors were found to have a correlation of
0.36 with one another. As negative values on
the first factor indicate anxiety and positive
values on the second factor depression, the
positive correlation between the two factors
means that depression is associated with low
anxiety. Because the factors are correlated,
the proportion of variance explained by each
factor cannot be estimated as it is shared
between the factors.

Combining items to form indices The
results of the factor analysis are used to deter-
mine which items should be combined to
form the scale for measuring a particular con-
struct. Items loading highly on the relevant
factor (e.g., anxiety) and not on the other
factors (e.g., depression) should be used to
form the scale. The direction of scoring for

the scale needs to be established. Generally
higher scores on the scale should indicate
greater quantities of the variable being mea-
sured. For example, if the scale is assessing
anxiety, it is less confusing if high scores are
used to denote high anxiety rather than low
anxiety. The numerical codes for the
responses may have to be reversed to reflect
this. For instance, the numerical codes for the
anxiety items A1 and A2 need to be reversed
so that strong agreement with these items is
recoded as 5. The scale should have adequate
alpha reliability. Items not contributing to
this should be omitted.

CONCLUSION

In this chapter, we have moved fairly rapidly
from some very basic ideas concerning vari-
ables to some fairly complex approaches to
their creation and assessment. However, in
another sense, the entire chapter deals with
issues that are fundamental to the analysis
of quantitative data, since the variable is
the basic reference point. We have explored
several ways in which variables are created,
both in terms of such strategies as summated
scales, which are common in the measure-
ment of attitudes, and in terms of the ways in
which analysts seek to refine and improve the
quality of variables. Since the variable is fun-
damental to all quantitative data analysis, the
material covered in this chapter constitutes
an important starting point for many of the
chapters in this book that deal with various
aspects of quantitative data analysis.
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