Chapter 1

Introduction

o The purpose of this book
is to train students—
potential researchers and
consumers of research—
to critically read a

research article from start to finish. You
will learn to critically read an introduc-
tion, which sets the stage by describing
the rationale for the study (i.e., what led
to it) as well as its purpose (i.e., what the
study hoped to accomplish). You will
learn how to “dissect” the method sec-
tion so that you can decide whether pre-
cautions were taken to guard against
threats to internal validity, both in terms
of assignment of participants to the var-
ious conditions of the study and in use of
control procedures and groups. You
will become more familiar with inter-
preting results and even with performing
additional calculations or checking a
particular result. Finally, you will learn
to carefully evaluate the experimenter’s
discussion of the results to determine
the extent to which the conclusion is

justified, can be generalized, and has
limitations.

Studies are presented in order of
increasing complexity. Each is prefaced
with an introduction that describes the
basic design and statistical analysis.
Every effort has been made to locate
examples of good as well as flawed stud-
ies in each of the categories, ones that
performed statistical analyses that are
commonly taught at intermediate and
advanced levels. When it is feasible, arti-
cles are presented verbatim. For the most
part, however, sections have been
excerpted and/or revised for clarity.
Ellipses and bracketed phrases are used
to indicate some changes. More exten-
sive revisions or synopses are indented
from the margins, enclosed in brackets,
and always appear in italics.

All of the chapters (with the exception
of Chapter 3) contain two examples of
studies that employed a particular
design. You will begin by evaluating the
first study with our assistance. Copious
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notes are added to alert you about poten-
tial flaws or positive aspects of the
design. These are indicated by an arrow
in the top left; they are enclosed in
parentheses and always appear in italics.
When we evaluate articles together,
questions and answers are shaded to
make them distinct. The second article is
excerpted, and it is followed by a series of
critical guide questions. Following ques-
tions, a page number directs you to the
answers, which are found in a separate
section at the end of the book.

The remainder of this chapter pre-
sents a review of the bases of empirical
research (controlled observations that
are reliable and valid) followed by a
review of potential trouble spots that
can invalidate a conclusion about the
effectiveness of an independent variable.

A SCIENTIFIC APPROACH

Before discussing the nuts and bolts of
empirical research, let’s discuss the sci-
entific endeavor more generally, in order
to place the methods discussed in this
book within a useful context. Much of
the philosophy of science is concerned
with the nature of cause and effect.
Philosophers from a wide range of tradi-
tions (positivist, essentialist, activity the-
orists, and evolutionary critical realists)
have all been concerned with the follow-
ing question: “How can we determine
the cause of an event?”

Research in the social sciences has
been strongly influenced by the writings
of John Stuart Mill and Karl Popper. Mill

held that causal inference requires that
(a) cause has to precede effect in time,
(b) cause and effect must be related, and
(c) all other explanations for the relation-
ship must be eliminated. If the presumed
cause is present whenever the effect is
present (method of agreement), the
effect is absent whenever the cause is
absent (method of difference), and both
can be observed repeatedly (method of
concomitant variation), we have evi-
dence for causality. For Popper, the
most important feature of the scientific
approach involved the falsification
(rather than the confirmation) of theo-
ries. Differing explanations (theories) for
observations are placed in competition
with each other. The theory that best
explains the data (in terms of simplicity,
predictive power, and the ability to incor-
porate new data) is retained, until
replaced by a better theory.

Both Mill and Popper had a healthy
appreciation for the need to examine and
eliminate alternative explanations for
the findings before settling on a pre-
sumed cause. In the social sciences, the
removal of such alternate explanations
(called confounding factors) is a con-
stant struggle, as you will see through-
out this book.

The scientific method typically follows
the hypothetico-deductive approach out-
lined here:

1. Make observations about a

phenomenon.

2. Form hypotheses (proposed explana-
tions for the observed phenomenon).



3. Make predictions based on these
hypotheses.

4. Test the predictions through obser-
vation and experimentation.

5. Based on the results, form new
hypotheses (Step 2), and repeat Steps
3, 4, and 5 in an iterative fashion.

To the degree that a theory leads to
testable predictions, which are con-
firmed in repeated assessments by multi-
ple scientists in varying settings and
cannot be explained by confounding fac-
tors or better alternate theories, the
greater weight and stature it is given.

EMPIRICAL RESEARCH

There are three key concepts associated
with empirical research: controlled
observation, reliability, and validity.
Controlled observation refers to the
precision of conditions under which
data are collected. In essence, any
“noise” that can affect the data is elimi-
nated, minimized, or counteracted in
such a way that any other observer can
replicate the conditions. Superfluous fac-
tors in the environment are eliminated
or minimized by gathering data under
uniform conditions; environmental dis-
tractions (e.g., sights or sounds) are the
same for all participants, surrounding
temperature is the same, and the data
collector is the “same” (at the same level
of expertise throughout testing)—or if
more than one is used, they are equally
distributed throughout the various
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groups and so forth. These features
ensure that the collected data will be
objective, precise, and verifiable.

Reliability refers to a broad range of
phenomena. Reliability means repeata-
bility or consistency. Empirical research
should be reliable: Under the same exper-
imental conditions, anyone else should
be able to obtain the same results (i.e.,
the outcome of data collection should
lead to the same conclusion). Reliability
also refers to precision of our measuring
instruments. Precise instruments are
more likely to yield consistent measures
than cruder instruments. For example, a
determination of 4 0z (113.398 g) of lig-
uid will be more reliable if a calibrated
measuring cup rather than a drinking
glass is used.

Reliability also refers to the extent to
which a test measures consistently or
yields a “true” or accurate measure of
whatever it is the test measures. That
accuracy shows up in two ways: the
repeatability of the score on more than
one occasion and the same relative stand-
ing of the individuals in their group on
more than one occasion.

Validity is the final key concept of
empirical research. It is synonymous with
appropriateness, meaningfulness, and
usefulness. With regard to research, we
want to know whether conclusions are
valid; are they appropriate, meaningful,
and useful on the basis of the intent of the
investigator and the procedures used to
fulfill that intent? There are three types of
study validity that we must be concerned
with: internal validity, statistical conclu-
sion validity, and external validity.
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A study has internal validity to the
degree that it allows us to conclude that
a relationship between variables is
causal or that the absence of a relation-
ship implies a lack of cause. Statistical
conclusion validity refers to the appro-
priateness of the statistical methods
employed to determine if covariation
exists or not. A study has external
validity to the degree that the results
can be generalized beyond the current
study to situations that use other mea-
sures, methods, and populations. Our
goal in research is to devise studies that
allow us to derive clear and unambigu-
ous answers to the questions posed. To
do this, we seek to design our research to
limit, to the greatest extent possible, the
threats posed to each of form of validity.

THREATS TO
INTERNAL VALIDITY

To evaluate the soundness of each design,
you need to keep in mind potential
sources of confounds (other potential
explanations of results). These are vari-
ables that may be operating in conjunc-
tion with the manipulated independent
variable and make it impossible to deter-
mine whether observed changes or differ-
ences in the dependent variable are due to
the manipulation, the confound, or a
combination of the two. Because these
potential confounds may threaten the
extent to which the conclusion is valid or
justified (i.e., internal validity of the
study), they are called threats to internal
validity. Some threats to internal validity
apply to study designs that incorporate

pretests and posttests. Some threats apply
to research designs in general.

m Studies With Pretests
and Posttests

History. This refers to any event
occurring in the interim that directly
or indirectly could affect the behavior
being measured and therefore also
could account for the results.

Initial testing. This refers to a
change in posttest performance that
results from pretest experience.

Instrumentation. This refers to any
change in the measuring instrument
and/or assessor from pretest to posttest
that can just as easily explain a change
in scores.

Maturation. This refers to any change
within the participant that occurs dur-
ing the interim and can just as easily
account for posttest performance.

Regression toward the mean. This
is a predicted shift in posttest scores
when participants were specifically
selected because their pretest scores
were extremely high or low. Posttest
scores are predicted to be less extreme,
regardless of treatment effects.

m Research Situations
(With or Without
Pretests and Posttests)

Compensatory equalization. This
refers to the administration of some
treatment to a control group to
compensate for its lack of the beneficial



treatment being received by an exper-
imental group. This reduces differences
between posttreatment means of the
groups.

Compensatory rivalry. This refers to
behavior of a control group such that
participants attempt to exceed perfor-
mance of an experimental group
because they are not receiving equal
treatment. This reduces posttreat-
ment differences between groups.

Diffusion of treatment. This is the
unintentional spread of treatment to
a control group (or groups) when par-
ticipants receive information withheld
from them (e.g., through conversation
with experimental participants) that
results in a smaller difference among
group performances at posttreatment
assessment.

Experimenter expectancy. This
refers to a characteristic of the individ-
ual who is collecting the data. When a
researcher (e.g., author of the article)
tests the participants, his or her expec-
tations for certain results unintention-
ally may affect participants so that
they behave in accordance with the
hypotheses. Concomitantly, recording
errors may be made, also in the direc-
tion of a hypothesis.

Hawthorne effect. This refers to a
change (usually positive) in partici-
pants’ behavior because they were
assigned to a treatment group rather
than because of the treatment itself.

Interaction effects. These refer to
threats that operate on a select group
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of individuals that also could account
for observed results (e.g., a historic event
that affects one particular group of
participants).

Resentful demoralization. This is a
lowered level of performance by a
control group because participants
resent the lack of experimental treat-
ment. This increases the differences
between posttreatment group means.

Selection bias. This refers to the
assignment of participants to the var-
ious test conditions on a nonrandom
basis. Differences in performance may
be associated with a participant char-
acteristic instead of, or along with, the
independent variable.

Selective loss (mortality, attrition).
This is the loss of particular partici-
pants from a group (or groups) in
such a way that remaining partici-
pants no longer can be considered to
be initially equivalent with respect to
the dependent variable.

THREATS TO STATISTICAL
CONCLUSION VALIDITY

In most instances of experimentation, the
conclusions reached by the researcher are
based on the outcomes of statistical analy-
ses. Typically, this involves rejection or
retention of a null hypothesis. When the
null hypothesis is retained, the researcher
concludes that there was insufficient evi-
dence for a difference between group means
(or whatever statistic was being evalu-
ated). If treatment truly was ineffective,
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the conclusion is correct. However, if
treatment effectiveness simply was not evi-
dent in the statistical analysis, the conclu-
sion is erroneous, a Type II error. When
the null hypothesis is rejected, the
researcher concludes that there was evi-
dence for a difference between group

means and that the independent variable
was effective. If this is so, the conclusion is
correct. However, if treatment actually
was ineffective, then the researcher’s con-
clusion is erroneous. A Type I error has
been committed. Box 1.1 summarizes the
Type I and Type Il errors.

m Summary of Type | and Type Il Errors

Type I: Rejecting the null hypothesis when it is true
Type II: Retaining the null hypothesis when it is not true

Any factor that leads to a Type I or Type
IT error is a threat to validity of the statisti-
cal conclusion. Briefly, these threats include

Fishing. When an unreasonable num-
ber of statistical tests are conducted on
the same data, one may reveal what
appears to be a significant difference by
chance alone. This threat, which leads to
a Type I error, can be reduced by statisti-
cal adjustments that effectively lower the
probability level needed to declare any
comparison significant.

Insufficient power of statistical test. This
is one of the most prevalent causes of a
Type II error. Power refers to the likeli-
hood of rejecting a null hypothesis that is
false or correctly declaring a difference in
some statistic significant. Assuming that a
difference of a particular magnitude is antic-
ipated, sample sizes have to be large enough
to detect that difference. Often, because of
research constraints, an insufficient number
of participants are tested, not enough to
reveal the effect of an independent variable,
particularly one whose effect is of small
magnitude. Had the sample been large

enough, had the significance level of the
statistical test been less stringent, and/or
had a more powerful statistical test been
performed on the data, the effect would
have been detected. Better studies include
a prior analysis of the sample size required
to identify a difference or effect of a given
magnitude at a given significance level
when estimates of variance (variability in
performance) are available. However, the
opposite should be mentioned. If samples
are extremely large, almost any effect can
be significant, even if it is so small as to be
unimportant from a practical standpoint.
Unreliable instrument. If the measuring
instrument is not reliable (does not mea-
sure consistently), performances will be
variable, the error term of the statistical
test will be inflated, and a true difference
between means may not be evident.
Varied participant characteristics. If par-
ticipants differ in age, gender, intelligence,
or other characteristics that are related to
the dependent variable measure, perfor-
mances will be variable, and a true differ-
ence between means may not be evident.



Varied test conditions. If testing condi-
tions are not uniform, within and
between groups, performances will be
variable and a true difference between
means may not be evident.

Violation of statistical assumptions. All
statistical tests have underlying assump-
tions. If at least one is seriously violated
and the statistical test is not robust with
respect to violation of certain assump-
tions, the analyses may fail to reveal a
difference that truly exists (Type II
error) or may reveal a difference that is
really due to chance (Type I error).

THREATS TO
EXTERNAL VALIDITY

Threats to external validity include
any factors that could limit the generaliz-
ability of the study findings. Factors that
limit generalizability include idiosyn-
cratic features of the sample used and
specific aspects of the study context
(methods, procedures, and measures).
For example, studies of psychotherapy
treatment typically involve patients who
have volunteered to participate. Would
the results regarding treatment efficacy
generalize to patients who had not volun-
teered? If the therapists were primarily
young and female, would the results gen-
eralize to situations in which the thera-
pists were older and male? If depression
improvement was defined by decreased
scores on the Beck Depression Inventory
(Beck, Steer, & Brown, 1996), would sim-
ilar results be obtained using a different
self-report measure or observer ratings?
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If the study was conducted in a New York
metropolitan hospital, would the same
results be expected in a rural Minnesota
clinic? To the degree that idiosyncratic
features of the study limit generalizabil-
ity, we have threats to external validity.

MEASUREMENT AND
PSYCHOMETRICS

The quality and characteristics of any
instruments used to measure the inde-
pendent and dependent variables are
intimately connected to a study’s relia-
bility and validity. In this section, we
will briefly review the assessment of
reliability and validity of psychological
instruments.

= Reliability of
Measurement

Measurements have two parts to
them, although in practice it is hard
to separate the parts. One is called
systematic variance, the accurate
measure of the characteristic, and
the other is nonsystematic or error
variance, a part of the score that is
due to factors other than the charac-
teristic (e.g., the instrument was crude,
the person doing the measuring was
erratic, the person’s motivation changed).
As error variance decreases, test relia-
bility increases.

Several procedures can be used to estab-
lish reliability; one is test-retest reliabil-
ity. The same group of people is given the
test on two occasions. This measures
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stability of the scores. If the scores each
time really measure the characteristic
accurately, the same scores should approx-
imately be achieved each time, and the
individuals’ relative standing in the group
should be the same (the highest score
should be achieved by the same person
each time, etc.). This applies to tests that
measure relatively stable characteristics
(e.g., intelligence) as opposed to unstable
characteristics (e.g., mood). Instead of
using the same test on two occasions, one
can use alternate forms of the test, if avail-
able, which yield alternate-form reliability,
or equivalence reliability.

Another procedure is to compare
scores within one test administration to
measure internal consistency, the
extent to which items within the test
measure consistently. One may compare
scores on one half of the test with those
of the other half. This is interitem or
split-half reliability. You could literally
look at the first half versus the second
half or even numbers versus odd items.
The rationale is that if all items measure
the same characteristic, there should be a
relationship, or correlation, between
scores achieved on each half of the test.

The Kuder-Richardson Formula
20 is used to measure reliability of a test
whose items can be scored right or
wrong, and it measures the extent to
which all participants answered each
item appropriately. To the extent that
they did, the items are considered equiv-
alent, and the test is considered reliable.
Similarly, the Cronbach’s alpha reflects
the extent to which there is agreement
among participant responders on a test

whose items are scaled or weighted. An
example would be a Likert-like test in
which numerical response choices might
reflect ranges from strongly agree to
strongly disagree. In all instances, mea-
sures of reliability are in the form of a
correlation coefficient that ranges
from O to 1.

There is an additional form of reliabil-
ity that can be determined. If participants
have to be judged on the extent to which
they display some behavior, it is desirable
that more than one judge does the rating
and that we have some basis for deciding
how consistent the judgments are. This is
a problem approached by measuring
interrater reliability, if a correlation is
determined, or interrater agreement, if
you are looking for percentage agree-
ment. As a general rule of thumb, coeffi-
cients should be at least .65 for any
measure to be considered reliable.

= Validity of
Measurement

Validity also is a central issue in mea-
surement and testing. Tests are valid to
the extent that they measure the charac-
teristics they were intended to measure.
Content validity refers to the extent to
which the items reflect an adequate sam-
pling of the characteristic. For instance,
do items of a mood test sample only posi-
tive moods, or do they sample positive,
negative, sad, and apprehensive moods?
Criterion validity refers to the extent to
which test scores correlate with a behav-
ior (the criterion) the test supposedly mea-
sures (concurrent validity) or the extent



to which test scores predict that behavior
(predictive validity). For example, scores
on an intelligence test should correlate
with scores on an achievement test and
should predict college performance.

Finally, construct validity refers to
the extent to which the test measures the
characteristic it intends to measure,
because the characteristic cannot be
measured directly. Of the many types of
validity, construct validity is most diffi-
cult to establish. It is typically approached
through a process of building up conver-
gent and discriminant validity evidence.
If scores on the test correlate with other
measures of that characteristic, this
would yield convergent validity. For
example, scores on a trait anxiety scale
should correlate with behavioral mea-
sures in anxiety-provoking situations. If
scores on a test do not correlate with
measures of other characteristics, using
the same test or other tests or measure-
ments, this would be evidence of discrim-
inant validity. For instance, scores on an
intelligence test should not reflect intro-
version or extroversion and should be
unrelated to scores on a test of self-
esteem or mood. To the extent that an
experimental procedure varies the
intended construct (characteristic), all
other things being equal, statements
about it will be valid—that is, appropri-
ate, meaningful, and useful.

PLAN OF THE CRITIQUES

Questions will appear throughout the
articles we are evaluating together. They
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are designed to guide you step-by-step as
you read and are questions that you
should be asking yourself while you are
reading an article. Two parts of an arti-
cle will not be addressed: the abstract—
a concise summary of the study—and
references. You will start with the ratio-
nale for the study. This lets you know
what, in the past literature, aroused the
investigator’'s interest in the subject
matter to begin with: inconsistent or
contradictory findings, a possible con-
found in earlier studies, curiosity, a logi-
cal deduction from a theory that could
be tested, and so forth. Always ask your-
self: What was the rationale for the
study?

Next, you move on to the purpose of
the study. This lets you know exactly
what the investigators intended to
accomplish. Often, it is expressed in
terms of testing particular hypotheses.
Sometimes it is expressed in terms of
what the authors wanted to demonstrate
or determine. Always ask yourself: What
was the purpose, or reason, for conduct-
ing this study?

The method section is next. You
will want to focus on participants first.
Who were tested, and how were they
recruited? Were they randomly selected
or assigned, matched, lost because of
attrition? Here is where you want to
consider that groups may not have been
initially equivalent. Next, you might
want to look at tests that were used. If
they are not well known, you want
assurance that they are reliable and
valid, and always consider the possibil-
ity that they might not be so. If more
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than one is included, you want assur-
ance that they were presented in coun-
terbalanced order. Finally, the rationales
given for using the particular tests
should indicate that they are appropri-
ate for fulfilling the purpose of the study.

The procedure section focuses on
what was done. A question about gen-
eral procedure assesses your basic
understanding of what was done to the
participants or what they were required
to do. Specific questions alert you to pos-
sible sources of confounds (e.g., a shift
in testing conditions, a failure to assess
a manipulation, testing performed by
the researcher rather than by a naive
experimenter).

The questions relating to results of
the study focus on appropriate analyses
of the data. Readers typically assume
that no mistakes have been made and
that assumptions underlying all tests
have been met. This is not always true,
and the outcome can be serious: A mis-
take in calculations can change the
conclusion reached by the investiga-
tors. Hopefully, you will remember to
check on the accuracy of degrees of
freedom for independent and depen-
dent ¢ tests and analysis of variance
(ANOVA), as well as appropriateness
of the alpha levels used, especially for
planned and post hoc comparisons.
These points will be reviewed in the
introduction to the article. Specific
questions address these issues. Consider
them as quick checks. If they are cor-
rect, hopefully, the calculations are
accurate.

Unfortunately, this will not tell you
whether the statistical test is appropri-
ate or if basic assumptions have been
met. But even here quick checks are
possible. If standard deviations are
given, you can square the values to
obtain variances and form simple ratios
of the largest to the smallest to see
whether there is homogeneity of vari-
ance. If the study involves repeated
measures, you can check the signifi-
cance of F ratios with df=1and N— 1
to see whether they are still significant.
This checks the validity of statistical
conclusions if lack of circularity—
equality of variances of differences—
has not been considered. If F ratios still
are significant, results (at least statisti-
cal) are valid. If not, conclusions about
means differences may not be war-
ranted. Again, each will be reviewed
with the relevant article.

The final section of the report is the
discussion. It is here that the researchers
reach some conclusion regarding the
outcome of their manipulation—for
instance, its effectiveness. It is here that
questions deal with the validity of the
conclusion. You will be asked to consider
that threats to internal validity might
not have been eliminated, rendering
the conclusion unjustified. And because
the intent of the study is to generalize the
results, you may be asked to consider
issues related to external validity (i.e.,
limitations in the extent to which results
will generalize).

The relevant features of a critique are
summarized in Box 1.2.
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m Essential Features of a Critique

Feature Relevant Question(s)

Rationale  What is the reason for conducting the study?

Purpose What does the researcher intend to accomplish?

Method

Participants How were participants selected? Assigned? Which, if any, were lost?

Apparatus ~ Were measuring instruments reliable? Valid?

Procedure What did participants do? How were they measured? With what? Who
measured them? Were testing conditions uniform? Were factors other than
the independent variable operating?

Results How were data analyzed? Was analysis appropriate? Accurate?

Discussion ~ What were major conclusions? Are they justified (valid)? Can results be
generalized? To which population(s)?

Before beginning our detailed analy-
ses, let’s consider two studies in abbrevi-
ated form—Dboth of which compare two
group means but differ in the extent to
which valid conclusions can be drawn.
Both use two distinct groups of partici-
pants. In both cases, the groups are not
formed by random assignment. Instead,

they are based on differences that exist
between the participants of each group.
The first study does not attempt to match
the participants on important variables
that could account for group differences
just as easily as the factor that makes
each group unique. The second study
does attempt such a matching procedure.

STUDY EXAMPLE 1.1: "A COMPARISON
OF OLDER AFRICAN AMERICAN WOMEN
ABOVE AND BELOW POVERTY LEVEL"

The present study compared reported health-promoting lifestyles among older African
American women who lived below or above the poverty level of $7,360. Thus, poverty level is

the basis for differentiating the two groups.
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The Study ;
\é. \ 2

Brady, B., & Nies, M. A. (1999). A comparison of older African American women
above and below poverty level. Journal of Holistic Nursing, 77(2), 197-207.
Copyright © 1999 by Sage.

Poverty has been a major barrier to a healthy lifestyle among African American
women in terms of their health status, use of health services, and mortality. The
elderly have chronic health problems that are attributed to obesity because of lack
of exercise, a sedentary lifestyle, and earlier age at first childbirth. Research sug-
gests that exercise can reduce the risk of some of these chronic health problems
by enhancing the quality of life of the elderly. Two thirds of African American
women (vs. more than one half of all women) do not exercise. There are few stud-
ies of the health-promoting benefits for older African American women. Moreover,
studies show that income level is correlated with health behavior, but this associ-
ation in African Americans has not received much attention and has not been
related to exercise. The purpose of this study was to compare the health-promot-
ing lifestyles and exercise behaviors of African American women, above and below
the poverty level, who lived in a community. The hypothesis was “that older
African American women living above the poverty level will practice more health-
promoting behaviors as measured by the Health-Promoting Lifestyle Profile
(HPLP) than women living below the poverty level."

Method

Design, Sample, and Setting

A descriptive study design was used for this pilot study. The convenience sam-
ple consisted of 58 African American women, 50 years of age and older, living in
the community. The participants were recruited with the assistance of the pastor
from a local Baptist church in the mid-South. All women 50 years of age and older
attending the church were invited to participate in the study. A notice was placed
in the church bulletin [in order] to encourage participation. The data collection
took place on a Sunday after service in the Baptist church Bible study room. A
brief description of the study was given to the women by the researcher and
informed consent was obtained before completing the instruments.

P (Note that all participants were volunteers who were asked to participate in the
church after church services. Thus, some may have been more willing than
others to take part—additionally all were Baptists.)
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Instruments

Instruments ...included a demographic data sheet and the HPLP....The
demographic data sheet included information about (a) age, (b) income, (c) mar-
ital status, (d) education, and (e) assistance with income.

The HPLP is a 48-item measure with a Likert response format: never, sometimes,
often, or routinely. . . . The six HPLP subscales and sample items are as follows:
self-actualization ("am enthusiastic and optimistic about life"), health responsibil-
ity ("have my blood pressure checked and know what it is"), exercise (“engage in
recreational physical activities"), nutrition ("eat breakfast"), interpersonal support
(“discuss personal problems and concerns with person close to me"), and stress
management ("take some time for relaxation each day").

On development, the HPLP was found to have high internal consistency, with
an alpha coefficient of .92. The six subscales were also found to have a relatively
high internal consistency. The correlations for the scales ranged from .90, for self-
actualization, to .70 for stress management. .. Test-retest reliability was r = .93
for the total scale and ranged from .81 to .91 for the subscales. . .. The instru-
ment has been used with various ethnic groups, including. .. African
Americans...and provided reliable and valid data.

The HPLP was scored by obtaining the mean of all 48 items on the total scale.
The subscale of exercise was scored in a similar manner. Possible scores of the
HPLP and exercise subscales ranged from 1.0 to 4.0. The alpha reliability coeffi-
cient of the HPLP in this study was .90. The exercise subscale of the HPLP con-
sisted of five self-reported exercise behaviors. The alpha coefficient for the exercise
subscale was .69.

P (Note that the test was shown to be reliable, but validity measures are not
reported. Furthermore, the sample question about nutrition asks about eating
breakfast, which may or may not include a nutritious one. Likewise, the exercise
subscale asks about “recreational physical activities,” yet such activities as
walking to a bus stop and housecleaning also are physical activities. Notice,
too, that the reliability coefficient for this scale was lower than that for the
group on which reliability first was established.)

Procedure

... Women entered the room, and each was asked to sign a consent form before
being handed the demographic sheet and HPLP instrument. ... A brief description
of the study and the importance of the study were given by the researcher.
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The importance of filling out the instruments and the availability of the researcher
to assist if needed were discussed. An African American female facilitator assisted
with data collection and encouraged women to participate in the study. On com-
pletion of the instruments, each was collected and examined by the researcher for
completeness. . . . [Data were organized] for participants living above and below
poverty levels.

» (Note again that the women were encouraged to participate. Moreover, the
researcher was available to assist anyone needing help in filling out the ques-
tionnaire and, if anyone did require assistance, inadvertently may have influ-
enced the way some of the questions were answered. Most important, the two
groups were formed on the basis of information provided in the demographic
sheet. Although this was the only way to form the groups, poverty level is not
the only factor that differentiates them. A more desirable procedure would be
to match the two groups on other relevant variables, such as education and
health status.)

Results

... The mean age of the 58 African American women was 60.1 years, with a
range of 51 to 88 years. Table 1.1 shows that of the 58 African American women,
26 (44.8%) had individual incomes below the poverty level and 32 (55.2%) had
individual incomes above the poverty level of $7,360. Their education ranged
from less than high school to college graduates. Frequency distribution of marital
status and assistance with income (financial support provided by another person)
are also shown in Table 1.1.

P (Note that there is no way of telling from Table 1.1 what percentage of those
above poverty level had graduated from high school and college. Presumably,
this would apply to a large percentage, but it is not necessarily so. Likewise, a
large percentage were married or widowed, but we don't know their economic
level. Married women, for example, would be more likely to receive interper-
sonal support because their spouses are readily available. If they were mainly
among the above-poverty group, this in part could explain their higher scores
on the HPLP)

The research hypothesis was supported. Participants living above the poverty
level had higher overall scores on the HPLP (M = 2.85, SD = .40) than African
American women living below the poverty level (M = 2.51, SD = .51), #(56) =-2.79,
p=.007.
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Table 1.1 Demographic Characteristics (N = 58)

Characteristics Group n %
Socioeconomic status Above poverty 32 55.2
Below poverty 26 448
Assistance with income None 32 55.2
Family 7 12.1
Spouse 13 22.4
Friend 2 34
Missing 4 6.9
Education Below high school 12 20.7
High school 30 51.7
Some college 10 17.2
College graduate 5 8.6
Missing 1 1.7
Marital status Married 19 328
Divorced 6 10.3
Single 5 8.6
Widowed 28 483

The range of scores of the total HPLP, along with the range of scores for the
two income groups of African American women, [is] shown in Table 1.2. The total
range of scores for the exercise subscale for African American women is shown in
Table 1.3 along with the range of scores for the two income groups.

P (Note that upper ranges of the total HPLP scores were very similar for both
groups, whereas lower-range scores differed; those below the poverty level had
a large range of scores, along with greater variability. Exercise scores, on the
other hand, showed identical lower-range scores but differed on the upper
range. And, although not reported, the two means are significantly different.)

Table 1.2  Range of Scores for Total HPLP

Group Range M SD
Total women (n = 58) 1.50-3.56 2.71 48
Above poverty (n = 32) 1.90-3.56 2.85 40
Below poverty (n = 26) 1.50-3.53 2.51 51

Note: HPLP = Health-Promoting Lifestyle Profile; M = mean; SD = standard deviation.
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Table 1.3  Range of Scores for the Exercise Subscale

Group Range M SD
Total women (n = 58) 1.00-3.60 2.05 81
Above poverty (n = 32) 1.00-3.60 2.30 77
Below poverty (n = 26) 1.00-3.40 1.72 .76

Note: M = mean; SD = standard deviation.

Discussion

Findings from this study indicate that African American women living above
poverty level engage in more health-promoting behaviors than do African
American women living below poverty level.

P (Note that the conclusion is inappropriate. Health-promoting behaviors were
not observed; they were reported. Because validity measures for the question-
naire were not offered, we don't know the extent to which test items accurately
reflect behavior. Moreover, we don't know the accuracy of the self-reports.)

The mean scores of African American women on the exercise subscale of this
study were also low. . . . The five-item scale based on self-reported exercise behav-
iors was ranked as 1 (never), 2 (sometimes), 3 (often), and 4 (always). Thus, even
if a woman never exercised, the mean score would be 1.0.

P (Note that scores might have been higher if all forms of exercise, not just recre-
ational, were reported.)

Researchers for a previous study found that there was no significant difference
in exercise behaviors between young, middle-aged, and older adults. In fact, exer-
cise had the lowest score of all six variables on the HPLP. . . .

Implications for holistic nursing, primary prevention, and primary care practice
include acknowledging and encouraging African American women who do use
health-promoting behaviors, especially exercise or some form of physical activity
in their daily life. . . .

For African American women living below poverty level, specific prescrip-
tions for exercise need to be developed that are culturally specific, practical,
and inexpensive. . . .
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P (This is misleading, because it implies that exercise is a main factor that
accounts for the difference in HPLP between the two groups. First, other
subscale differences were not considered, and they may have differed as
well. Second, factors that are not associated with one group being at below
poverty level and another group at above poverty level may account for the
differences in health-promoting behaviors [e.g., health status, intelligence,
childhood rearing, marital history, closeness with family members]. Third,
we don't know the extent to which "encouraged” participation and help in
completing the questionnaire unintentionally affected responses and did so
for one group more than the other. Thus, if groups were matched on all non-
poverty level variables and were tested by a naive [with respect to the pur-
pose of the study] individual, it would be possible to reach a valid
conclusion.)

STUDY EXAMPLE 1.2: "BEHAVIORAL RESPONSES
OF NEWBORNS OF INSULIN-DEPENDENT AND
NONDIABETIC, HEALTHY MOTHERS"

This next study concerns developmental differences between two groups of newborn
babies: those born to insulin-dependent diabetic mothers and those born to mothers with-
out diabetes. Because measures were taken on two different days, the statistical analyses
involved more than just t tests. However, those results can be summarized without getting
into these statistics, which we'll cover in a later chapter.

The Study P,
\%.' N
Pressler, J. L, Hepworth, J. T, LaMontagne, L. L, Sevcik, R. H., & Hesselink, L. F. (1999).

Behavioral responses of newborns of insulin-dependent and nondiabetic, healthy
mothers. Clinical Nursing Research, 8(2), 103-118. Copyright © 1999 by Sage.

Mother—child interactions begin before and shortly after birth. The mother's reac-
tions in part depend on the physical condition of the newborn. Of some concern
is the newborn baby of a mother with insulin-dependent diabetes. Several studies
have shown such babies to be slower to develop, as measured by the Neonatal
Behavioral Assessment Scale (NBAS). Other studies have found no differences
between these babies and ones born to healthy mothers. These earlier studies
focused on the mother's control of glucose during pregnancy. But there is a need
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to consider other aspects of pregnancy and delivery as well. The present study
attempted to control for “type of delivery, labor and delivery medications, parity,
race and ethnicity, and maternal education” to evaluate development of newborns
of insulin-dependent diabetic mothers (NDMs) and to healthy mothers.

Method

Participants

A convenience sample of 40 term newborns whose mothers had been cared for
within the antenatal clinics of a metropolitan medical center and whose maternal
diabetes had been closely monitored for glucose control and complications
throughout pregnancy, was matched with 40 newborns of nondiabetic, healthy
mothers (controls) for type of delivery, labor and delivery medications, parity, race
and ethnicity, and maternal education. ... Any pregnant diabetic mother who
experienced complications related to diabetes or whose glucose levels were unable
to be managed by her obstetrician was not considered eligible for this study.

P (Note that nothing is said about how many clinics were involved nor whether
both groups of participants were drawn from all or just one clinic. If prenatal
care is more efficient in one clinic, then this might be a factor that further dif-
ferentiates the groups.)

Twenty-three of the NDMs and 18 of the controls were male, and 17 of the
NDMs and 22 of the controls were female. Newborns' 5-minute Apgar scores were
at least 7, admission physical examinations were assessed to be normal, no major
congenital anomalies were evident, and none were placed under different from
ordinary assessment protocols. Only newborns who were 37 to 42 weeks gesta-
tion .. . were studied, and there was no difference in gestational age between
groups, {(78) = .25, p = .80. The NDMs had an average gestational age of 39.08
weeks (SD = 1.47) compared with controls’ mean age of 39.15 weeks (SD = 1.19).
Mean birth weights were 3,660 g (SD = 542) for the NDMs and 3,239 g (SD = 298)
for the controls, £60.5) = 4.31, p < .01.

P (Note that the degrees of freedom [df] for the weight t ratio is 60.5, but it
should be 40 + 40 — 2 = 78. When the t is calculated using the means and
standard deviations [SDs] given and 40 in each group, the t is as presented as
4.31. Therefore, the reported df of 60.5 is a typographical error. It is equally
important to note that not only do the two mean weights differ significantly
but so does variability. This can be checked by forming a ratio between
5422/298° = 3.308. According to an F table [to be covered in a later chap-
ter], the 3.308 is significant at p <.0I1. This indicates that there was a greater
range of weight in the NDM group than in the healthy mothers group.)
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Of the 40 matched newborn pairs studied, 26 pairs were delivered vaginally
and 14 were delivered by cesarean birth. Twelve mothers received either no med-
ications before delivery or only a local anesthetic, 4 received analgesics and a
local anesthetic, 19 received epidural anesthetics and analgesics, and 5 received
general anesthesia and analgesics. Fifteen were firstborn and 25 were later-born
pairs; 34 were Caucasian and 6 were African American.

P (Note that these figures for type of delivery add up to 40. This indicates that
both groups were perfectly matched on one critical potentially confounding
factor—method of birth delivery.)

The Neonatal Behavioral Assessment Scale

The Brazelton NBAS . . . was used to assess newborn behavior. At present, the
NBAS is the more reliable measure of the neonate's interactive responses on a
wide range of behavior in an interactional process. . . . The exam takes approxi-
mately 25 to 45 minutes to administer. In addition to the 20 reflex items, the
NBAS exam contains 27 behavioral variables, scored for optimal performance,
with 8 of the behavioral variables receiving a second score for modal performance,
bringing the total number of items to 55.

... A modal response score can be created that represents the most frequently
occurring orientation responses. . . . Higher scores on the reflex functioning
dimension of the NBAS indicate poorer performance. Higher scores on the remain-
ing behavioral dimensions and the modal response score indicate better perfor-
mance. For the current study, the optimal score for the range of state dimension,
which is an average score of those items contained within this dimension, was
considered to be 3.

P (Note that the test used to measure the infants is known to be reliable and valid.)

Procedure and Data Analysis

The three NBAS examiners involved in this study received formal certification for
NBAS administration and scoring. Interscorer reliability among these certified exam-
iners was achieved when they were in at least 90% agreement on three
tests. ... Prior to data collection, interobserver agreement, allowing for a one-point
discrepancy, was .93. All NBAS examiners maintained greater than a .90 level of reli-
ability when intermittent reliability checks were completed during data collection.

All insulin-dependent diabetic mothers whose newborns met the selection cri-
teria were approached for participation during early labor or during the first 12
hours postdelivery. After obtaining each NDM participant, control newborns were
consecutively obtained when matched for the five maternal variables. All mothers
gave informed consent for their newborns' participation in the study. All newborns
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were examined using the NBAS on the first and second days, at 12 to 24 hours
and again at 36 to 48 hours of postnatal life. . . .

P (Note that all examiners were well qualified and that data were included only
when there was a high degree of interscorer agreement. This leads to reliable
data. Note, too, that the healthy mothers had to be recruited after the diabetic
mothers were recruited to ensure adequate matching. It would have been use-
ful, however, to know how long after the diabetic mothers were recruited the
healthy mothers were recruited, to estimate the time lapse between testing the
NDM babies and the babies of healthy mothers.)

Results

There were no differences between the groups on socioeconomic status (SES) as
evaluated using Hollingshead's. .. four factor index of social status {78) =.98, p=.33
... or on the first month seen by a physician during the pregnancy, t{(78) = 1.07,
p =.29. Diabetic mothers had an average SES score of 33.4 (SD = 16.4) and were
first seen in the clinics at month 3.05 (SD = 1.60). The control mothers had an aver-
age SES score of 30.0 (SD = 14.0) and were first seen at month 3.42 (SD = 1.53).

As a reflection of the close monitoring of the diabetic mothers, differences
were found between the groups on the number of prenatal visits, t{(61.6) = 3.92,
p < .01; the number of hospitalizations, t(39.0) = 8.20, p < .01; and the average
number of prenatal visits, t(62.4) = 3.85, p < .01. The diabetic mothers had more
prenatal visits (M = 13.12, SD = 4.99), more hospitalizations (M =152, SD =1.18),
and more prenatal visits per month of prenatal care (M = 1.92, SD = .64) than
control mothers (M = 9.58, SD = 2.82; M= 0.00, SD = 0.00; and M = 1.47,5D =37,
respectively).

P (Note that the dfs reported for all three t tests are wrong and reflect typo-
graphical errors. Each should have 78 dfs, and when these t values were recal-
culated with the correct df, the same t's were obtained. Note, too, that the
additional visits might put the diabetic group at an advantage. If the mothers-
to-be were too sick, on the other hand, they would not have carried to term and
would not have given birth to babies who weighed more than those born to
healthy mothers.)

The mean [M] scores and SDs are presented in Table 1.4.. .. Only the signifi-
cant results are presented here.

Significant differences were found between NDMs and their matched controls
on motor processes, t(78) = 2.951, p < .01, and reflex functioning—#(78) = 5.551,
p <.01.
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Table 1.4 Mean Scores and Standard Deviations by Maternal Health Status
and Time of Testing

NDMs Controls
Day 1 Day 2 Day 1 Day 2
Response decrement M 6.58 6.38 7.20 5.85

SD 143 92 97 .53

n 6 6 6 6
Orientation M 718 727 735 753
sD 83 .86 1.02 83

n 37 37 37 37
Range of state M 1.95 1.76 1.93 1.93
SD .80 91 .60 .90

n 40 40 40 40
Motor processes M 4.96 538 531 573
SD .76 .70 73 .51

n 40 40 40 40
Autonomic stability M 6.07 6.37 6.18 6.41
SD 1.07 1.00 93 77

n 40 40 40 40
Regulation of state M 3.98 4.16 478 4.51
SD 2.12 2.04 2.19 2.04

n 40 40 40 40
Reflex functioning M 1.53 93 73 13
SD 1.26 1.54 1.1 .52

n 40 40 40 40
Modal responses M 6.57 6.89 6.84 7.20
SD 1.13 92 1.18 91

n 35 35 35 35

Note: M = mean; n = sample size; NDM = newborn of insulin-dependent diabetic mother; SD = standard deviation.

P (Actually, F values were presented, but F =t2, so the values presented are the
square root of F. Also note that, because of sizes of the standard deviations, not
all babies in the NDM group were slower. Some fit within the normal range.)

The NDMs' motor performances were poorer than comparison newborns' motor
performances, and NDMs also had significantly more abnormal reflexes than their
matched controls. . . .
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Time of testing effects were found for response decrement, . . . autonomic
stability, . . . reflex functioning, ... and modal performance. ... Except for the
response decrement dimension, there was better performance on Day 2 than on
Day 1 for motor processes, autonomic stability, reflex functioning, and modal per-
formance. . . . None of the effects for orientation, range of state, or regulation of
state were significant.

Discussion

Controlling for the maternal variables identified in this study, term NDMs evi-
denced a number of behaviors in motor processes and reflex functioning that
would portray them as more lethargic and listless than their matched healthy con-
trols. Also, the means for the NDMs on all behavioral dimensions were in the
direction that one would expect for a tired and/or listless baby. The results also
revealed that motor processes, autonomic stability, reflex functioning, and modal
performance improved for both NDMs and control newborns after 24 hours, but
the performance of NDMs on these dimensions was not as robust as that of
healthy controls.

The poorer motor and reflex functioning of the NDMs might pose a challenge
for parents. Mothers of NDMs need to be informed that their newborns might
exhibit different behaviors from typical, healthy newborns and, consequently, pre-
sent natural behavioral barriers toward effective parent-infant interaction. . . .

A limitation of the current study was that actual mother-infant interaction was
not measured. Future investigations need to be conducted using both behavioral
and interactive measures so that a knowledge base can be developed, with
respect to any differences that might exist in newborn behavioral and early post-
natal interactions of NDMs and their mothers compared with newborns of nondi-
abetic, healthy mothers. . . .

Finally, the findings of this study support the research of other investigators
who found that even closely monitored and/or well-controlled diabetes during
pregnancy can adversely affect NDMs' early behaviors. . . . It also emphasizes the
importance of considering a number of maternal background variables in the
design of the future studies, when the aim is to understand the influence of mater-
nal diabetes on newborns' behavioral responses.

P (The basic conclusion of the study is that newborns of diabetic mothers can be
slower in certain reflex and motor behaviors soon after birth. The implication is
that the mother's physiology, particularly blood sugar level, has an adverse
effect on the prenatal baby. Diabetic women not only take insulin but also care-
fully monitor how much they eat from each food group. This is part of the treat-
ment of diabetes. There is, however, a psychological side as well, a possible
increase in stress as one tries to cope. To the extent that there is increased stress,
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there is an increase in stress hormones, which also might affect the fetus. What is
important is that the effect on newborns to some part of having diabetes might be
responses to slower development during the first 3 to 4 days that were the focus of
the study. The samples were very well matched, ruling out as possible confounds a
host of variables that might be associated with prenatal care and delivery. On
these bases, the conclusion is justified. The only question is whether both groups
of mothers were drawn from the same clinics. To the extent that they were, the con-
clusion holds up. To the extent that they were not, there might be differences in
quality of prenatal care that might contribute to the observed differences in babies

and that might even be unrelated to diabetes.)

OVERVIEW OF THE
REMAINING CHAPTERS

For the remainder of this book, each
chapter describes a research design and
presents representative articles. A sum-
mary of the designs and their descrip-
tion is provided in Box 1.3. Although
earlier chapters describe research

m Study Designs by Chapter

designs that tend to be simpler than
later chapters, each chapter is self-con-
tained. Feel free to jump around, read
the chapters out of order, or focus just
on the designs that are of most interest
to you. Our goal is to help you under-
stand research based on a variety of
designs and enable you to read research
articles in a more critical and person-
ally meaningful way.

Ch. Design Description

2 Case Studies Qualitative research based on an in-depth study of an
individual or small group

3 Narrative Analysis Qualitative analysis of a chronologically told story, with
emphasis on how elements are sequenced and
evaluated

4 Surveys Research that collects descriptive information about the
members of a population in a standardized fashion

5 Correlation Studies Observational research that describes relationships
among quantitative variables

6 Regression Analysis Studies Research that examines the prediction of a quantitative
outcome from one or more predictor variables

(Continued)
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m (Continued)

Ch. Design Description

7 Factor-Analytic Studies Research that develops or confirms theories about
unobserved hypothetical variables by examining
correlations among observed or measured variables

8 Discriminant Analysis Studies Research that examines the prediction of a categorical
outcome from one or more predictor variables

9 Two-Condition Experimental Design in which subjects are randomly assigned to one

Studies of two experimental conditions, and the impact of the

conditions on a dependent variable is assessed

10 Single Classification Studies Study that evaluates the impact of differing conditions,
defined by the levels of a single categorical independent
variable, on a dependent variable

11 Factorial Studies Study that evaluates the impact of differing conditions,
defined by combinations of two or more independent
variables, on a dependent variable

12 Quasi-Experimental Studies Study in which participants are not randomly assigned
to levels of the independent variable

13 Longitudinal Studies Study in which individuals or comparable groups of
individuals are assessed over time

READING RESEARCH
ARTICLES (BUT NOT FROM
START TO FINISH)

Before moving on to studying specific
designs, let’s take a moment to discuss the
process of reading a research article. Most
readers approach an article in a linear
fashion, reading from beginning to end.
Articles can be quite dense, and there is
nothing more frustrating than getting
halfway through an article, only to realize
that it is not relevant for your work. As an
alternative method for quickly scanning an
article, consider the following approach:

1. Look at the name of the journal.
Rigorous and selective journals

will typically publish research that
has undergone meticulous peer
review.

Read the article title. This will give
you general information about the
article.

Read the abstract. This will give
you a quick and succinct overview
of the article.

Read the first paragraphs of the
introduction. This will generally
describe why the subject matter is
important.

Read the last paragraphs of the
introduction. This will generally
describe what the author plans to
do and why.



6. Read the first paragraphs of the
discussion. This will often include a
short summary of what was found
in the results.

7. Read the last paragraphs of the dis-
cussion. This ties the work together
and puts it in context.

8. If the article is still interesting to
you, read it carefully from beginning
to end. Use the methods discussed
in this book to evaluate the quality
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