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Figure 8.2 Graphical Representation of a Random-Intercepts Logistic Model. The thin lines
represent the subject-specific logistic regression models. The bold line represents the
population-averaged evolution

8.3 ESTIMATION AND INFERENCE

In general, unless a fully Bayesian approach is
followed (see, e.g., Gelman et al., 1995), infer-
ence is based on the marginalized model for
yi which is obtained from integrating out the
random effects over their distribution G(ψ).
Let fi ( yi |ui ) and g(ui ) denote the density
functions corresponding to the distributions
Fi and G, respectively. As indicated before,
g(ui )will often be the density of the N (0, D)
distribution. The marginal density function of
yi is

fi ( yi ) =

∫
fi ( yi |ui )g(ui )dui , (8.7)

which depends on the unknown parameters ζ
(in Fi ) andψ (in G). Assuming independence
of the units, estimates ζ̂ and ψ̂ can be obtained
from maximizing the likelihood function built
from (8.7).

Depending on Fi and G, the integration in
(8.7) may or may not be possible analytically.
For example, it can be easily shown that the
marginal distribution for yi under the linear
mixed model defined by (8.2) and (8.3) equals

yi ∼ N (X iβ, Vi = Zi DZ ′i +6i ).

The mean vector equals X iβ, and is para-
meterized as in classical (multivariate) regres-
sion models. The covariance matrix Vi has a
very specific parameterization, and illustrates
that the variability observed in the outcomes
yi can be partially ascribed to variability
between subjects (the random-effects covari-
ance D) and variability within subjects (the
error covariance 6i ).

In most other mixed models, the marginal
distribution (8.7) can no longer be derived
analytically, and approximations are required.
Proposed solutions are based on Taylor series
expansions of fi ( yi |ui ), on approximations
of the data, on numerical approximations
of the integrals, or on applications of the
EM algorithm (Dempster, Laird, and Rubin,
1977). Some of these techniques were or
will be discussed in Chapters 3, 4, and 15.
Other references include Lavergne and Trot-
tier (2000), Pinheiro and Bates (1995), Ver-
beke and Molenberghs (2000), and Molen-
berghs and Verbeke (2005).

While interest is often primarily in estima-
tion and inference for the parameters in the
marginal distribution (8.7), one is sometimes
also interested in obtaining predictions for




