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Figure 18.1 Unpenalized Fit (left) and Penalized Fit (right) for Simulated Data

practical point of view, one can recommend
that selecting K large, e.g. based on Rup-
pert’s 2002 rule of thumb, performs satisfac-
torily well. For knot location, equidistant or
quantile-based allocation has proven to pro-
vide stable and convincing results. Generally,
experiments have shown that the location of
knots is not very influential on the properties
of the estimator.

Finally, the fitted curve in Figure 18.1 is
not normalized to fulfill constraint (18.2).This
can be easily done after fitting by replacing
(18.2) with its empirical version. Since this is
a technical, rather than modeling, issue it is
not discussed further here.

18.2.2 Penalized Spline
Smoothing and Linear
Mixed Models

We will now motivate (18.6) as a log likeli-
hood coming from a linear mixed model. We
therefore view the penalty term in (18.6) as a
normal prior following a Bayesian viewpoint.
That is, we impose a prior distribution on some

parameters. We will subsequently assume the
model

y|v ∼ N (Xβ + Zv, σ 2
ε In)

v ∼ N (0, σ 2
v D−), (18.7)

where y = (y1, . . . , yn) and X and Z are
matrices with row X i and Zi , respectively,
and In is the n-dimensional identity matrix.
Matrix D− is the (generalized) inverse of D
and if D is not of full rank, one has linear con-
straints on vector v. In the case where D = IK
we obtain, with (18.7), a standard linear mixed
model. In general, for any spline basis, we
can always decompose the spline approach to
obtain a form like (18.7); see Ngo and Wand
(2004). To relate the mixed model (18.7) to
the penalized least squares (18.6) we observe
that σ 2

v = σ 2
ε /λ plays the role of the penal-

ization parameter. Note that the linear mixed
model (18.7) can be rewritten by integrating
out v, which yields

y ∼ N
(
Xβ, σ 2

ε (In + λ
−1 Z D−Z ′)

)
.

The penalty parameter λ is now a regu-
lar parameter in a purely parametric model.




