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Analysis b SE Wald p Exp(b)

SPSS—no weighting −0.344 0.146 5.59 < .018 0.709

SPSS—weight only −0.346 0.008 1,805.85  < .0001 0.708

SPSS—weights scaled for N, DEFF −0.344 0.170 4.154 < .042 0.709

AM weight, PSU, Strata modeled −0.346 0.177 3.806 < .052 0.708

Table 18.2  �Modest Effect: Logistic Regression Predicting Dropout From Importance of 
Having Children

NOTE: African American males only; F1DOSTAT never versus DO only; controlling for BYTXRSTD. AM did not give 
odds ratios, but the odds ratio is easily calculated.

Analysis Group b SE t (df) p Beta

SPSS—no 
weighting 

White male
African 
American male

1.009
0.959

0.019
0.040

14.42 (3,858)
23.91 (807)

< .0001
< .0001

0.647
0.638

SPSS—
weight only 

White male
African 
American male

1.027
0.951

0.001
0.003

872.25 (927,909)
379.40 (201,334)

< .0001
< .0001

0.658
0.642

SPSS—
weights 
scaled for N, 
DEFF 

White male
African 
American male

1.027
0.951

0.025
0.052

41.806 (2132)
18.138 (460)

< .0001
< .0001

0.658
0.642

AM weight, 
PSU, Strata 
modeled 

White male
African 
American male

1.027
0.951

0.023
0.049

45.35 (362)
19.41 (232)

< .0001
< .0001

Table 18.1  �Large Effect: Ordinary Least Squares Regression Predicting F1 Math 
Achievement From BY Reading ACH

NOTE: Males only; BYTXRIRR predicting F1TXM1IR controlling for F1SES2; identical sample. In all analyses, G10COHRT = 1,  
F1PNLWT > 0. The lower right cell is empty because AM does not provide standardized regression coefficients.

conditions. First, the SE of b varies dramatically across the four analyses, again mises-
timating the SE by large magnitudes. Second, this analysis is an example of a potential 
Type I error: using the original sample with no weights or nonscaled weights produces 
a clear rejection of the null hypothesis, whereas the appropriately weighted analysis 
might not if one uses a rigid p < .05 cutoff criterion for rejection of the null hypothesis.10

10	 I do not espouse rigid cutoffs in quantitative analysis, as you have seen in discussions of null hypothesis 
statistical testing (NHST) earlier in this book. Note here that a probability of <.052 is not much different 
from a probability of <.049, but very different decisions would be made as a result of a rigid and blind 
adherence to the p < .05 criterion.




