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Table 5.4  �Logistic Regression Predicting GRADUATE From Binary Achievement 
Variable

Omnibus Tests of Model Coefficients
Chi-Square df p

Step 1 Step 933.810 1 .000
Block 933.810 1 .000
Model 933.810 1 .000

Model Summary

Step −2LL
Cox and Snell 

R2 Nagelkerke R2

1 9,033.432a 0.055 0.121
aEstimation terminated at iteration number 6 because
parameter estimates changed by less than .001.

Variables in the Equation

B SE Wald df p Exp(B)
95% CI for Exp(B)
Lower Upper

Step 1a ACH_LOHI 2.061 0.083 611.391 1 .000 7.852 6.669 9.245
Constant 1.748 0.030 3403.916 1 .000 5.743

aVariable(s) entered on step 1: ACH_LOHI.

only for exploration). Logistic regression provides some different statistics and output 
because it uses maximum likelihood (ML) estimation rather than OLS. The results of 
this analysis are presented in Table 5.4.

Indicators of Overall Model Fit

As with OLS regression, overall model fit is an important first step in assessing your 
model. In OLS regression, we have measures of overall model fit such as R, R2, and 
significance tests for them in the form of an F test. In logistic regression, there is no 
simple, substantively interpretable measure of overall model fit, but there is a statistic 
that yields a significance test for the overall model.

In general, overall model fit looks at several pieces of information, such as omnibus 
chi-square test, classification tables, and pseudo-R2 indices. None of these are impor-
tant and sufficient on their own, but in aggregate they can begin the initial exploration 
into whether a logistic regression model is useful.

As you can see in Table 5.4, we get an overall chi-square test for the model (and for 
the current step and block, all of which are identical in the case of one IV) testing the 
null hypothesis that there is no association between the IV and DV (i.e., that the prob-
ability of experiencing the outcome is the same regardless of status on the IV). In this 
case, a χ2

(1) = 933.81 is significant (p < .0001).4

4	 SPSS tends to truncate p values, but you cannot have a probability of exactly 0, so I always add a 1 to the end if I do 
not calculate an exact probability. Calculating an exact probability for a chi-square test is simple in Excel with  
the following command: =CHIDIST(x, degrees of freedom). Using this, our p value would be  
p < 4.3861 × 10−205. For those of you not familiar with scientific notation, that is a 0. [205 zeroes] and 
then 43,861 (in other words, a really small probability).




