
118    Regression & Linear Modeling

As we discussed previously, DfBetas are the change in a parameter attributable to 
each individual case. Because we are discussing the slope (b1), each value is the change 
in the slope if that case is removed. With more than 16,000 cases in the sample, these 
are understandably small. For example, some of the more extreme cases might change 
the slope −0.004 if removed. Is that a large or small effect? One challenge with inter-
preting raw DfBetas, like raw residuals, is that it is difficult to know what might repre-
sent disproportionate or inappropriate influence. Unfortunately, in logistic regression, 
evaluating DfBetas is more complex. As you can see in Figure 5.7, the standardized 
DfBetas (raw DfBetas converted to z-scores) have a relatively narrow range for the 
graduated group and a large range for the nongraduated group.

There is no objective way to evaluate these, in my experience. My guidance for you 
is to examine the graphical representations and the quantitative data, and if you feel 
that it is appropriate, remove the fewest number of cases that results in the maximum 
improvement to the model fit. If we try to remove less than 1% of the most inap-
propriately influential cases, about 1% of the DfBetas for slope, once converted to 
z-scores, is below approximately −4.50; therefore, let us also use that as a cutoff and 
recalculate the analysis.

−15.00000

−3
.0

00
00

−2
.0

00
00

−1
.0

00
00

0.
00

00
0

1.
00

00
0

2.
00

00
0

3.
00

00
0

−5.00000

0.00000

5.00000

−3
.0

00
00

−2
.0

00
00

−1
.0

00
00

0.
00

00
0

1.
00

00
0

2.
00

00
0

3.
00

00
0

−10.00000z-
S

co
re

: 
D

fB
et

a 
fo

r 
zA

C
H

z-Score(zACH)

1.00 0.00

Retain

Figure 5.7  DfBetas for b1 Converted to z-Scores for Easier Interpretation

DATA SOURCE: National Education Longitudinal Study of 1988 (NELS88) from the National Center for Education 
Statistics (http://nces.ed.gov/surveys/nels88/).




