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Figure 6.3  Residuals From an OLS Regression Predicting MJ From zACH

SOURCE: National Education Longitudinal Study of 1988 (NELS88) from the National Center for Education Statistics 
(http://nces.ed.gov/surveys/nels88/).

regression. For many variables, like rank orderings or Likert-type scales, we cannot 
assume that the difference between 0 and 1 is the same as between 1 and 2, or 2 and 
3. In this specific example of marijuana use, the difference between 0 and 1 is both 
a small difference in terms of count (1–2 occasions versus 0 occasions) and perhaps 
monumental in terms of psychology or social environment. The next increment is 
also different (1–2 versus 3–19, and the difference psychologically or behaviorally 
between someone who tried marijuana once or twice and someone who is more fre-
quently using marijuana), and so on.

More concretely, the residuals are far from normally distributed, as you can see in 
Figure 6.3.

A Brief Note on Log-Linear Analyses

Many of you will hear of log-linear analyses and wonder how they relate to logistic 
regression. Log-linear analyses are part of the generalized linear model (GLM), and 
they are similar to logistic regression analyses in that they use logarithms of fre-
quency counts to convert unordered categorical DVs for analysis in a more general 




