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but rather as appropriate GLM analyses for the types of variables present to be ana-
lyzed. My original argument with my adviser, that regression is a fine framework for 
analyzing data with dichotomous or categorical IVs, can now be examined. If both 
ANOVA and regression are part of the same analytic framework, then they should 
produce identical results when the same data are subjected to appropriate analysis in 
both frameworks. Indeed, Table 4.4 shows the results of OLS regression when zACH is 
entered as the DV and GRADUATE is entered as the IV, mirroring what we performed 
in the previous ANOVA analysis.2 In Table 4.4, I present a slightly expanded overview 
of the regression output to make the point that both ANOVA and regression analyses 
produced identical results in all relevant statistics.

First, let us start with overall effect size, percent variance accounted for (η2 in 
ANOVA, R2 in regression). Both analyses produce identical estimates of variance 
accounted for: 0.075 or 7.5% of the variance in student achievement is estimated to 
be explained by (or overlaps with, if you like less “causal” language) group member-
ship—whether the student will ultimately be retained or not through graduation from 
high school. The sum of squares (1,241.33 for effect, 15,367.67 for error), mean square 
(1,241.33), and F statistics (1,341.52) are identical in both analyses. Even the t-value 
for the GRADUATE coefficient is identical to that of the t-test presented in Table 4.2.

Other statistics are also identical, including the group means we can reproduce 
from the regression line equation derived from the unstandardized coefficients in 
Table 4.3. This might seem weird, as we rarely think about ANOVA-type analyses as 

2	 There is a long tradition and history concerning using categorical variables in regression analyses. We will 
explore this later in this chapter. At this point, accept my assertion that in this case, it is acceptable to enter 
a binary variable as an IV in this analysis.

Model Summary

Model R R2
Adjusted R2

Square
SE of the 
Estimate Durbin-Watson

1 0.273 0.075 0.075 0.96193421 1.601

ANOVA
Model Sum of Squares df Mean Square F p

1 Regression 1,241.328 1 1241.328 1,341.516 .000b

Residual 15,367.672 16,608 .925
Total 16,609.000 16,609

Coefficients

Model

Unstandardized 
Coefficients

Standardized 
Coefficients

t p

95% CI for B

B SE Beta
Lower 
Bound

Upper 
Bound

1 (Constant) −0.875 0.025 −34.960 .000 −0.924 −0.826
GRADUATE 0.960 0.026 0.273 36.627 .000 0.909 1.012

Table 4.4  �Regression Analysis Predicting Eighth-Grade Achievement Test Scores 
From GRADUATE




