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Omnibus Tests of Model Coefficients
Chi-Square df p

Step 1
Step 147.641 1 .000
Block 147.641 1 .000
Model 147.641 1 .000

Variables in the Equation
B SE Wald df p Exp(B)

Step 1a Predicted 1.158 0.147 61.888 1 .000 3.182
Constant −0.095 0.280 0.116 1 .733 0.909

aVariable(s) entered on step 1: PRED.

Table 17.5  Prognostication Index and Shrinkage in Logistic Regression

Second, the slope of the PI can serve as the “calibration slope”—a constant (1.158) 
that can be used to modify the original regression weights to create a “shrunken” equa-
tion that is supposed to be less subject to overfitting. This modified equation is pre-
sented in Equation 17.6:

	 Ŷ = �3.401 + 1.458*1.158(zACH) + 1.203*1.158(zSES) +  
0.581*1.158(SESACH)	 (17.6)

or

Ŷ = 3.401 + 1.688(zACH) + 1.393(zSES) + 0.673(SESACH)

Concordance and Discrimination

As mentioned above, the area under the ROC curve for this analysis is also the esti-
mate of discrimination, or the ability to discriminate between cases who have and have 
not experienced an outcome correctly.8 You can see in Table 17.6 and Figure 17.1 that 
discrimination is not bad in this example (recall that this ranges from 0.50 to 1.00, with 
higher numbers being better). In this example, the area under the curve is significantly 
different from 0.50 (null hypothesis), meaning that the equation categorized individu-
als at a rate significantly better than chance.

It is likely more significant predictors in the equation would help improve the 
model discrimination.

8	 This is the same concept in measurement and psychometrics where we want items on a test to discriminate 
between high- and low-scoring individuals.

Area Under the Curve
Test Result Variable(s): PRE_1

Area SEa Asymptotic Sig.b Asymptotic 95% CI
Lower Bound Upper Bound

0.869 0.015 .000 0.841 0.898
aUnder the nonparametric assumption.
bNull hypothesis: true area = 0.5.

Table 17.6  Discrimination (Area Under the Receiver Operating Characteristic Curve)




