
368    Regression & Linear Modeling

Summary of Points Thus Far

The complexities of linear models prohibit the effective formulation of simple, uni-
versal rules of thumb regarding sample size, particularly when dealing with logistic 
regression analyses. Many studies published in top-tier journals are not large enough 
to have power to detect complex effects reliably, nor to have enough precision to give a 
high expectation of replication of reported effects. In the next section, we will explore 
how you can explore the replicability and stability or volatility of your analyses.

Who Cares as Long as p < .05? Volatility in Linear Models

In this section, we will explore how volatile linear models can be, even when analyses 
have adequate power. To demonstrate this, let us examine the 16,610 participants in 
the National Education Longitudinal Study of 1988 (NELS88)12 who had complete 
data on variables of interest. This is similar to the simple logistic regression analysis 

12	 For more information on NELS88, visit the National Center for Education Statistics website (http://nces.
ed.gov/surveys/nels88/).
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Figure 15.2  �A Priori Power as a Function of Total Sample Size, Assuming the 
Probability of Being in the “1” Category of 0.20




