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A Brief Review of Simple Algebra

Curves in algebra are relatively simple to understand. There are an infinite number of 
specialized types of curves, but we can advance the field of statistical methods greatly 
by beginning to apply some simple principles. We have seen many examples of lines 
in which we have a Y and an X, such as in Equation 7.1, where we have an intercept 
(when X = 0, Y = 15) and a slope (for every increment of X, Y will decrease by 8):

	 Y = 15 − 8X	 (7.1)

When you don’t see a superscript or power next to a variable, that variable is assumed 
to be raised to the first power (e.g., X1). Any variable raised to the first power is the 
same as that variable (i.e., X1 = X), just as multiplying any variable by 1 is the same 
value (1X = X). This is why 1 is called the multiplicative identity in mathematics.3 You 
can see the line graphed in Figure 7.2, looking remarkably like many regression graphs 
we have seen.

When we have a variable raised to a power, we get a curve. For example, if we 
have a squared term in the equation (this then becomes a quadratic equation), as in 
Equation 7.2, we get a curve with one inflection point (or change in direction), which 
is graphed in Figure 7.3.

	 Y = 15 − 8X + 2X2	 (7.2)

As you can see in Figure 7.3, there is one point, at X = 2, where the slope of the curve 
is 0 (flat), the point where the slope changes from negative to positive. That is the only 

3	 0 is the additive identity: X + 0 = X. Raising anything to the 0 power makes it equal to 1 (i.e., X0 = 1).

−20

−15

−10

−5

0

5

10

15

20

0 1 2 3 4

X

Y

Figure 7.2  Graph of Equation 7.1




