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We can use this information to our advantage in several ways. First, some 
scholars have argued that any data cleaning will distort the parameter estimates 
and make them less generalizable to the population. However, the truth is just 
the opposite when we are discussing judicious, defensible data cleaning follow-
ing clear guidelines. What the normal distribution can tell us [as can any z table 
that you have lying around or that can be found in Appendix A of this book or by 
using the Excel function normsdist(z)] is the probability of selecting a case from a 
population with a given mean and SD. For example, for a population with a mean 
of 100 and a SD of 10, a score of 130 is 3 SD above the mean. This score has a z 
= 3.00—in other words, with a corresponding cumulative one-tailed probability 
of .99865. This one-tailed probability tells us the probability of getting a score 
less than 3 SD (between −∞ and 3.00). Subtracting this value from 1.0 gives us 
the probability of getting a score above 3.00 (.00135) from a normally distributed 
population. The probability of getting a value more than 3 SD from the mean in 
either direction (a two-tailed probability) is twice that, or .0027. Therefore, I often 
focus on points at least 3 SD away from a mean (z = ±3) because the probability 
of sampling a value that far from a given mean with a given SD is very small. We 
can then assert that the probability that a case that far from the mean is not part 
of that target population is relatively large. If our goal is to draw conclusions about  
a particular population, I think it is defensible to remove cases that have a low prob-
ability of being part of the population we seek to understand.
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Figure 2.9  The Standard Normal Distribution

SOURCE: Adapted with permission from Osborne (2013).




