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I select just the 0 and 3 group and perform a binary logistic regression analysis, I get 
a change in −2LL or 46.04 (which is significant at p < .0001) and the following results 
in Table 6.5.

Comparing the results in Table 6.5a with those in Table 6.4, you can see that the 
results are generally similar to within a couple of decimal points. I performed the 
same analysis with only groups 0 and 1 in the data set and also obtained similar 
results to the multinomial analysis (as you can see in Table 6.5b).

Data Cleaning and Multinomial Logistic Regression

Why is this important? First, for conceptual clarity we can understand that multino-
mial logistic regression is not completely different from binary logistic regression. It 
is merely an extension of the original. However, depending on what software you use 
for statistical analysis, the routines are often implemented differently. For example, 
when performing multinomial logistic regression in SPSS, there is no option to save 
residuals or indices of leverage or influence. Thus, if I am performing this type of 
analysis, I usually compute separate binary logistic regressions solely for the purpose 
of identifying troublesome cases for data cleaning. Once the data cleaning (if any) is 
performed, the final multinomial analysis should be performed. This final analysis 
gives us the likelihood ratio tests that are appropriate and the final parameter esti-
mates that would be reported.

Testing Whether Groups Can Be Combined

Let us start with the concept of the likelihood ratio test (change in −2LL evaluated as a 
chi-square). In other types of analyses, like structural equation modeling, we use these 
types of likelihood ratio tests for evaluating hypotheses about different and compet-
ing models. Technically, we are also doing that with every analysis, but the competing 
models we are comparing are an empty model (a model with no IVs or with all coef-
ficients constrained to zero) and the model with our variable(s) in it. What if we can 

B SE Wald df p Exp(B) 95% CI for Exp(B)
Lower Upper

Step 1a zACH −0.289 0.043 44.391 1 .000 0.749 0.688 0.815
Constant −2.949 0.042 5,041.433 1 .000 0.052

aVariable(s) entered on step 1: zACH.

Table 6.5a  Simple Binary Logistic Regression With Only Groups 0 and 3 From MJ 

B SE Wald df p Exp(B) 95% CI for Exp(B)
Lower Upper

Step 1a zACH −0.238 0.030 64.707 1 .000 0.788 0.744 0.835
Constant −2.150 0.029 5,627.327 1 .000 0.117

aVariable(s) entered on step 1: zACH.

Table 6.5b  Simple Binary Logistic Regression With Only Groups 0 and 1 From MJ




