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when both are entered, they improve model fit by only 1,247.03 collectively. This is 
a significant clue that high collinearity is present. Furthermore, we know that zSES 
should have an odds ratio (OR) of around 2.0, but these ORs are far from 2.00; fur-
thermore, the 95% confidence intervals (95% CIs) do not include that value. zSES has 
an OR of 0.245, which is strong and in a direction opposite from what it should be, 
and zSES_v2 has a much weaker OR than expected. This is because each is evaluated 
taking into account the other. Another clue to problems is when a large effect (the OR 
of 0.245 is roughly equivalent to OR = 4.0) is only significant at p < .013 with a very 
large sample, whereas a much smaller effect (OR = 1.14) is significant at p < .0001  
at the same time. This doesn’t make sense, and when things that simple don’t make 
sense, odds are you have issues with collinearity.

Although highly correlated variables are problematic, linearly dependent variables 
are particularly devastating to an analysis. Linearly dependent variables are those that 
are either identical, inverses, or sums of other variables. For example, if I had three 
subscales (SUB1, SUB2, and SUB3) and a total score that was the sum of those three 
subscales, entering all three subscales and the total score can result in failure of the 
model to converge or in the failure of one or more of the variables to enter the equation.

Another example of this sort of issue is entering a variable and then a transforma-
tion of that same variable (e.g., SES and zSES08). When I attempted this in SPSS, I 
received the output shown in Table 8.1b, indicating a collinearity issue.

Furthermore, one of the redundant variables is removed from the analysis. When 
you do this in logistic regression, you get the same result with a slightly different mes-
sage (but the same outcome), as shown in Table 8.1c.

Linear dependency is usually simple to modify. In this case, SPSS refused to enter 
both variables, and I can choose which version I want and perform the analysis again. 
When variables are highly correlated but not linearly dependent, you can request 
collinearity statistics. When variables are perfectly uncorrelated, both the variance 

Score df p

Step 0
Variables

zSES 1,167.513 1 .000
zSES_v2 1,112.529 1 .000

Overall statistics 1,321.861 2 .000

Omnibus Tests of Model Coefficients
Chi-Square df p

Step 1
Step 1,247.025 2 .000
Block 1,247.025 2 .000
Model 1,247.025 2 .000

Variables in the Equation
B SE Wald df p Exp(B) 95% CI for Exp(B)

Lower Upper

Step 1
zSES −1.407 0.568 6.126 1 .013 0.245 0.080 0.746
zSES_v2 0.130 0.030 18.473 1 .000 1.139 1.074 1.209
Constant −10.356 3.044 11.571 1 .001 0.000

Table 8.1a  Example of High Collinearity Among Two Predictors

SOURCE: National Education Longitudinal Study of 1988 (NELS88) from the National Center for Education Statistics (http://
nces.ed.gov/surveys/nels88/).




