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simple example of how we can test ideas and explanations for phenomena via multiple 
regression (and also a relatively simple example of ANCOVA within GLM).

What Is the Meaning of This Intercept?

When we have dummy variables in a regression analysis, the meaning of the inter-
cept is technically the same—the expected value when all other variables are zero. In 
this case, when all dummy variables are zero, we have the expected value of White stu-
dents; because SES is centered via conversion to z-score, the intercept is the expected 
value for White students who are average in eighth-grade family SES. In this case, it 
is slightly (0.10 standard deviations [SD]) above the mean.

Logistic Regression With Multiple IVs

Now that you have already mastered logistic (and multinomial, ordinal, and Poisson) 
regression, in addition to OLS regression, much of the rest of this book will provide 
examples of these new and fun techniques in the context of different approaches. Let 
us explore an example of multiple regression in a logistic framework. We will examine 
an abbreviated example of binary logistic regression predicting high school gradua-
tion (GRADUATED) that you have seen in previous chapters.

When looking at family zSES,7 we see that variable provides for significant improve-
ment in model fit (analogue to R2) when entered into the equation. The initial −2LL for 
the model was 9,967.24, and once zSES entered the equation, it was reduced to 8,739.91, 
a reduction of 1,227.33 (χ2

(1) = 1,227.33, p < .0001). The variable statistics are represented 
in Table 8.7.

7	 In this example, we are using all eighth-grade data from NELS, so we will simply call the variables zACH 
and zSES.

Model Summary
Model R R2 Adjusted R2 SE of the 

Estimate
Change Statistics

R2 Change F Change df1 df2 Sig. F Change

1 0.502a 0.252 0.252 0.86422380 0.252 7,876.619 1 23,423 .000
2 0.533b 0.284 0.284 0.84534774 0.032 265.430 4 23,419 .000
aPredictors: (constant), zSES08.
bPredictors: (constant), zSES08, DUM4, DUM3, DUM1, DUM2.

Coefficientsa

Model Unstandardized 
Coefficients

Standardized 
Coefficients

t p 95% CI for B

B SE Beta Lower Bound Upper Bound

1
(Constant) 0.001 0.006 0.124 .902 −0.010 0.012
zSES08 0.502 0.006 0.502 88.750 .000 0.491 0.514

2

(Constant) 0.101 0.007 14.775 .000 0.088 0.114
zSES08 0.444 0.006 0.444 75.648 .000 0.433 0.456
DUM1 −0.494 0.018 −0.162 −28.023 .000 −0.528 −0.459
DUM2 −0.301 0.017 −0.101 −17.214 .000 −0.336 −0.267
DUM3 0.098 0.023 0.024 4.259 .000 0.053 0.143
DUM4 −0.536 0.050 −0.060 −10.716 .000 −0.634 −0.438

aDependent variable: zACH08.

Table 8.6  Effect of RACE After Controlling for the Effect of Socioeconomic Status




