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Figure 3.4  Distribution of Standardized Residuals

SOURCE: National Education Longitudinal Study of 1988 (NELS88) from the National Center for Education Statistics 
(http://nces.ed.gov/surveys/nels88/).

Finally, an important assumption is independence of observations, or indepen-
dence of the originals. We usually assume that this is met unless there are clustered 
or nested data, or where we have repeated measures of the same individuals over 
time (or more esoteric research, such as on identical twins). However, most statisti-
cal packages include the Durbin-Watson test, which tests for a particular type of 
nonindependence (lag 1 autocorrelation). Where the test is near 2.0, the assumption 
is met. If it strongly diverges from 2.0, this assumption may not be met and other 
procedures (e.g., hierarchical linear modeling) should be employed. In this analysis, 
the Durbin-Watson estimate was 1.84, confirming the original assumption of inde-
pendence of observations.

Summary of Results

As you can see in Table 3.3, the results of the regression analysis match exactly with 
the results of the correlation analysis, but with more detail extracted from the data. 
First, we will usually examine the overall model fit, which is represented by R, which 
is 0.505, with R2 = 0.255. The overall model is significant, which is summarized in the 




