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Step −2LL Cox and Snell 
R2

Nagelkerke R2

1 507.465 0.050 0.438

Table 8.11  The Random Frustrations of R2 Equivalents in Logistic Regression

SOURCE: Author’s previous work.

These statistics (which are not altered in any way from the SPSS output I saw) 
encapsulate, in an extreme way, the issue with R2 analogues in logistic regres-
sion. Which of the two R2 analogues do I report? The one I want to report is the 
Nagelkerke R2 = 0.44, rather than the Cox and Snell R2 = 0.05, but there is no clear 
way for me to determine which is most accurate. In fact, throughout my writing 
of this book, I routinely saw these two differ, often substantially, and not always in 
predictable ways.

More to the point, I don’t think we need an R2 analogue at all. In structural equation 
modeling, we have a similar issue and seemingly endless possible indicators of good-
ness of fit (Akaike information criterion, normed fit index, comparative fit index, root 
mean square error of approximation, chi-square, and so on). That literature has not 
reached consensus as to what model fit statistics to report and how to evaluate them 
after several decades of development. Thus, I recommend against focusing on one 
specific index of overall model fit, and either report many (as I often do in structural 
equation modeling analyses) or report only the basic −2LL values and chi-square 
change statistics. The reality is that we have quantitative indicators of model good-
ness, but we also have qualitative indicators as well, such as the classification tables. 
Depending on your goal, it might be more important to have good classification than 
strong R2 analogues.

SUMMARY AND CONCLUSIONS

Now that you have mastered simple linear models with continuous and categori-
cal IVs and DVs, we can start having some real fun. Our first step is to understand 
how to add more than one IV to the equation. The benefits of this are that we not 
only control Type I error, but we can also answer interesting questions, such as 
identifying which variables are the strongest unique predictors of an outcome. We 
also began playing with the idea that we can ask more sophisticated, theory-driven 
questions of the data, as in our example of RACE and SES predicting student 
achievement. In that example, we were able to test an idea that racial disparities in 
achievement are at least partly explained by the concentration of poverty in groups 
who are traditionally disadvantaged.




