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A Brief Example Summary of the Analysis in APA Format
The probability of completing high school (GRADUATE, coded 0 for nongraduates and 
1 for graduates) was analyzed as a function of standardized achievement test scores 
(zACH; higher scores mean higher achievement) in a simple logistic regression equation. 
Assumptions were met, and various indicators of influence (standardized residuals, devi-
ance statistics, and DfBetas) were examined. Of 16,610 cases, 149 were removed from the 
analysis due to inappropriate levels of influence (deviance residuals of more than |2.5|), 
resulting in a substantially improved model fit when the remaining 16,461 cases were 
analyzed.

Overall model fit was significantly improved when zACH was entered into the equation  
(χ2

(1) = 2,004.57, p < .0001). The constant (b0 = 3.55, Wald = 3,224.70, p < .0001) indicates 
that when a student has average achievement (zACH = 0), the probability of graduation is 
0.97. The slope (b1 = 1.880, OR = 6.56, 95% CI for OR of [5.87, 7.32], Wald = 1,122.58, 
p < .0001) was significant, indicating that as achievement increases, the probability of gradua-
tion increases. Specifically, those with achievement of 2 SD below the mean have only a 0.45 
probability of graduating, those 1 SD below the mean have a 0.84 probability of graduating, 
and those with achievement at 1 SD above the mean have a probability of 0.99, according to 
these data.

but decreased the goodness of fit according to this measure, because deciles 7–10 in 
the dropout group now have no cases where some are expected.

How Should We Interpret Odds Ratios That Are Less Than 1.0?

One significant problem with ORs is that they are asymmetrical. They can theoreti-
cally range from 0.00 to ∞, but a value of 1.0 means there is no difference in risk or 
odds (i.e., there is no effect of the IV). Thus, the entire infinity of decreasing (inverse) 
relationships must fit between 0.000001 and 0.99999, whereas that same infinity of 
positive relationships fits in a much larger space between 1.00001 and ∞. As you saw 
in the DROPOUT and POOR example, that relationship was positive—odds of drop-
out increase as you move from nonpoor to poor households, and the OR was impres-
sive at 5.711. What if we had reversed the variable so that we were studying affluence  
(0 = poor households and 1 = affluent households)? The OR would have been 0.175. 
Reversing the coding of a variable (swapping 0 and 1) merely inverts the OR (thus,  
0.175 = 1/5.711). An OR of 20.00 is therefore equivalent to an OR of 0.05 in magnitude. 
However, from a psychological and interpretation point of view, ORs below 1.0 tend 
to seem less impressive and (in my experience) are more likely to be misinterpreted.

Two issues arise here. First is the use of directional language (e.g., “individuals 
in group 1 are X times more likely to experience a specific outcome than in group 
2” or “individuals in group 2 are X times less likely . . . ”). Leaving for a moment the 
difficulty with cogently describing an OR, the difficulty here comes in the common 




