
24    Regression & Linear Modeling

In the coming chapters when we actually implement them to analyze data, we will also 
reinforce the importance of testing assumptions prior to interpreting results. Because 
this is primarily a regression textbook, most of the discussion will be contrasting OLS 
regression with logistic regression. When we discuss ANOVA in a separate chapter, 
we will discuss how OLS estimation plays out in that context.

What Is OLS Estimation?

Why do we call regression “ordinary least squares regression”? The “ordinary least 
squares” part refers to both the goal of the procedure and how it is calculated—the 
estimation method. The goal for OLS estimation is to create statistical models that 
minimize the distance from the observed value to the estimated value. This is rep-
resented by the line of best fit, which is exactly what it sounds like: the line that best 
fits the distribution of data. If you examine our fictitious example from Chapter 1 
relating student grades to vegetable consumption (Figure 2.1), you can see that a 
line through the bivariate distribution of data points produces some relatively large 
residuals (e.g., A, where the actual data point is relatively far from the proposed line 
of best fit). Other residuals will be smaller (e.g., B and C, which are closer to the pro-
posed line). If you subtract the observed values from the predicted values to quan-
tify these residuals, some will be positive (e.g., A, where we would subtract 93 − 70  
for a residual of 23) and some will be negative (e.g., B, where we would subtract 80 
− 90 for a residual of −10). We cannot simply sum all of the residuals to see whether 
we have achieved our goal of the best fitting line, as the negative and positive residuals 
would cancel out. The mathematically expedient way to deal with this process, par-
ticularly many decades ago when these procedures were developed, is to square each 
number (now all are positive, squared distances) and sum. The line with the lowest 

Table 2.1  �Examples of the Generalized Linear Model as a Function of Independent 
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ANOVA, analysis of variance; DV, dependent variable; IV, independent variable; OLS, ordinary least squares.




