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magnitude of the effects. The mean of the betas was 0.497, identical to the point esti-
mate in Table 15.3, and the skewness of the distribution of betas was −0.16 and sym-
metrical, as you can see in Figure 15.5. Furthermore, the 95% CI was [0.419, 0.570], 
which is reasonably close to the calculated 95% CIs in this example. These results 
indicate that another relatively small sample from the same population is highly likely 
to have similar conclusions regarding the relationship between family SES and student 
achievement.

For the contrasting analysis, I replicated the analysis from Chapter 3, removing 
highly influential cases, leaving a small but significant effect in the large sample of 
8,589 (β = 0.025, p < .019). A 4% random sample of that data set (N = 338) had very 
similar characteristics to that of the original sample, as you can see in Table 15.4, 
except that given the much smaller sample size, a regression coefficient this small is 
not significantly different than zero.

This effect is so close to zero that in the context of a reasonably sized sample, 
we should not usually reject the null hypothesis. In this case, even in such a small 
sample, 6.7% of the bootstrap replications rejected the null hypothesis, a Type I 
error rate slightly higher than the goal of α = 0.05. However, with β that ranged 
from −0.170 to 0.216, a sample of this size would have the power to detect some 
of the more aberrant effects. Overall, however, the vast majority of the effects were 
null, matching Table 15.4, and leading us to believe that this null effect would be 
likely to replicate.

In terms of volatility of the effect, the distribution of the results were symmetri-
cal, as you can see in Figure 15.6, with empirical 95% CIs derived from the bootstrap 
analyses of [−0.079, 0.125]. Note that it is not the magnitude of the effect size that 
will determine the width of the empirical or calculated CIs. In this case, the range of 
the empirical CIs is just over 0.20, and the range was just over 0.15 in the previous 
example. The quality of the data and size of the sample (which impacts the SE) are 
two of the primary factors influencing precision of the estimate (and hence, potential 
replicability).15

15	 You can see that this effect has a larger SE and thus a larger set of empirical and calculated CIs. In fact, 
we can even produce empirical CIs from the 5,000 bootstrap samples for statistics in which there are not 
routinely ways to report CIs. In this example, we can present empirical CIs for the SEs themselves (the 95% 
CI for SE(b) is [0.096, 0.114]. 

Coefficientsa

Model Unstandardized 
Coefficients

Standardized 
Coefficients

t p 95% CI for B

B SE Beta Lower 
Bound

Upper 
Bound

1
(Constant) 23.478 0.759 30.917 .000 21.984 24.972

FAM_INC 0.046 0.105 0.024 0.442 .659 −0.160 0.253
aDependent variable: BMI.

Table 15.4  Predicting Body Mass Index From Family Income Category (N = 338)




