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Parameter Original Sample Mean Median 95% CI p < .05, %

Intercept 3.401 3.435 3.416 3.05, 3.91 100

zACH 1.458 1.477 1.459 1.08, 1.96 100

zSES 1.203 1.216 1.206 0.87, 1.61 100

SESACH 0.581 0.588 0.581 0.24, 0.97 83.4

Table 17.7  Volatility in Prognostic Coefficients Derived From 5,000 Bootstrap Samples

In essence, scholars in this area have suggested that a good estimate of the shrink-
age in a model such as this could then be used to weight the final prediction equation 
with shrunken coefficients (shrunken coefficients = sb1 to sbk, where s is the shrinkage 
estimate and b1 to bk are the regression coefficients for the k predictors.

Although this might not create improved and flawless prediction equations, it will 
provide an estimate of how volatile the prediction equation is likely to be in a single 
external sample. For example, as you can see in Table 17.7, there is some significant 
volatility in the prediction equations derived from bootstrap resampling of the initial 
sample.

As you can see from Table 17.7, even within a sample as large as this one (N = 1,337), 
there seems to be substantial volatility around the regression coefficients (and even the 
intercept), with effect sizes generally doubling between the lower boundary of the CI 
and upper boundary (e.g., b1 = 1.08 corresponds to an odds ratio [OR] of 2.94, whereas 
b1 = 1.95 corresponds to an OR of 7.10).

Internal Validation

Using each of these 5,000 regression equations could provide insight into how well 
we can expect prediction equations to work within a single sample. Therefore, using 
recommendations by authors cited above, we can use each of these regression equa-
tions to make prognostications within the original data set, calculating the various 
indicators above (e.g., Brier score, discrimination, or PI). The first 10 examples of this 
calculation are presented in Table 17.8. As you can see, there is significant volatility in 
the regression equations, although the indicators of quality are relatively constant in 
their conclusion. The Brier score tends to be around 0.07, which is not bad, calibra-
tion (PI, c, or s, depending on the author) varies around 1.00, and discrimination is 
relatively strong. In fact, averaging the calibration scores in this example of 10 boot-
strapped samples, we get an average of 1.0057, which we could then use to modify the 
prognostic equation for use in the external validation data.

Unfortunately, these indicators of shrinkage or optimism (Steyerberg  
et al., 2001b) do not seem to really capture the true volatility or shrinkage observed 
above with the external validation. As you see in the prior section, the external vali-
dation was reasonably good but was not as strong as this averaged calibration value, 
nor other estimators used previously.




