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DATA SOURCE: National Education Longitudinal Study of 1988 (NELS88) from the National Center for Education Statistics 
(http://nces.ed.gov/surveys/nels88/).

Table 5.8  Results of Analysis After Removal of DfBetas for Slope < −4.50

Omnibus Tests of Model Coefficients
Chi-Square df p

Step 1
Step 2,014.266 1 .000
Block 2,014.266 1 .000
Model 2,014.266 1 .000

Variables in the Equation
B SE Wald df p Exp(B) 95% CI for Exp(B)

Lower Upper

Step 1a zACH 1.893 0.056 1,123.176 1 .000 6.642 5.946 7.420
Constant 3.566 0.063 3,201.992 1 .000 35.389

aVariable(s) entered on step 1: zACH.

As you can see in Table 5.8, removing the 153 cases with the most substantial 
DfBetas for slope results in a similarly improved model as removing a similar number 
of cases with extreme standardized residuals or deviance residuals. This is because, in 
this simple model, these are mostly the same cases being removed, regardless of how 
we identify them. Indeed, it is sometimes desirable to identify cases that are influential 
according to multiple criteria. However, once we get into models with multiple IVs, we 
will begin to see differences in the cases identified through these different mechanisms.

Hosmer and Lemeshow Test for Model Fit

Once we get a variable with more than two values, we can use the Hosmer and 
Lemeshow test, which looks at lack of fit in the same way that the Pearson chi-square 
test does, except this test looks at deciles rather than all individual cells in an attempt 
to more accurately model lack of fit where continuous variables are concerned. The 
Hosmer and Lemeshow goodness-of-fit statistic is more robust than the traditional 
goodness-of-fit statistic used in logistic regression, particularly for models with con-
tinuous variables and studies with small sample sizes. It is based on grouping cases 
into deciles of risk and comparing the observed probability with the expected prob-
ability within each decile.

This test examines the hypothesis that predicted probabilities are different from the 
observed probability (again, a lack-of-fit index):

H0: predicted probabilities = observed probabilities
Ha: predicted probabilities ≠ observed probabilities

Therefore, significant results mean that the predicted probability is significantly 
different from the observed probability. In Table 5.9, I present the high school test 
results from the original analysis predicting graduation from zACH (with no data 
cleaning). As you can see, the model actually does a relatively decent job of tracking 
the general pattern of where cells should be small and where they should be large. 




