
102    Regression & Linear Modeling

Furthermore, about 17% of the predicted probabilities from this example  
(Figure 5.2) exceed 1.0, which is an impossible value for a probability.

Thus, we come to conceptual similarities between OLS and logistic regression. 
Procedurally, both OLS and logistic regression are set up with a single DV and one 
(or more) IV. Both allow us to simultaneously assess the unique effects of multiple 
predictor IVs (and their interactions or curvilinear components, if desired), and both 
allow examination of residuals for purposes of screening data for outliers, follow-up 
analyses, or testing of assumptions. Both can perform simultaneous entry, hierarchi-
cal or blockwise entry (groups of IVs entered at one time), and various stepwise pro-
cedures.3 With both, we have the ability to assess a group of IVs to determine which 
predictor is the strongest unique predictor of a particular outcome and to answer 

3	 Some of you reading this will have been trained to have visceral negative reactions to stepwise procedures, 
which is ironic because they were heralded as important tools just a generation earlier. I am of the mind 
that stepwise procedures have their place in the pantheon of statistical tools and that we should be knowl-
edgeable of them and use them when appropriate. For most of you reading this, the answer to when these 
procedures are appropriate is “almost never.” We will cover methods of entry in Chapter 8 when we discuss 
multiple IVs.
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Figure 5.2  �Predicted Values From an Ordinary Least Squares Analysis With Binary 
Outcome

SOURCE: National Education Longitudinal Study of 1988 (NELS88) from the National Center for Education Statistics 
(http://nces.ed.gov/surveys/nels88/).




