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As discussed above, we also implicitly test hypotheses about the intercept, usually 
that it is different from zero:

H0: b0 = 0

Ha: b0 ≠ 0

A Real-Data Example of Probit Regression

We will use the same data as above, looking at our binary achievement (ACH_LOHI; 
0 = low achievement, 1 = high achievement) variable predicting GRADUATE (0 = no, 
1 = yes). You can see that all of the calculations are similar to that in Table 5.3.

The z-score of both of the conditional probabilities [available in any z-table or via 
the =NORMSINV(x) command in Excel] is presented in Table 5.10. The z-score that 
corresponds to a probability of 0.978 is 2.02, and the z-score for the intercept (low 
achievement) is 1.04, giving us a slope (change from 0 to 1) of 0.976.

Submitting the same data to SPSS and running probit analysis yields a significant 
overall improvement in the model, as you can see in Table 5.11. We also see that the 
effect of achievement is also significant, with the same values for intercept and slope 
(albeit negative, as it uses the inverse distribution). We also have to deal with the con-
cept of “thresholds,” which frankly adds a bit of confusion because they are another 
piece of information to process.

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

−3
.0

0
−2

.8
4

−2
.6

8
−2

.5
2

−2
.3

6
−2

.2
0

−2
.0

4
−1

.8
8

−1
.7

2
−1

.5
6

−1
.4

0
−1

.2
4

−1
.0

8
−0

.9
2

−0
.7

6
−0

.6
0

−0
.4

4
−0

.2
8

−0
.1

2
0.

04
0.

20
0.

36
0.

52
0.

68
0.

84
1.

00
1.

16
1.

32
1.

48
1.

64
1.

80
1.

96
2.

12
2.

28
2.

44
2.

60
2.

76
2.

92

z

In
ve

rs
e 

C
u

m
u

la
ti

ve
 P

ro
b

ab
ili

ty

Figure 5.9b  The Inverse Standard Normal Distribution




