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In essence, low reliability in one variable can lead to substantial overestimation of the 
effect of another related variable.

As more IVs with low levels of reliability are added to the equation, the likelihood 
that the variance accounted for is not apportioned correctly will increase. This can lead 
to erroneous findings and increased potential for Type II errors for the variables with 
poor reliability and Type I errors for the other variables in the equation. Obviously, 
this gets increasingly complex as the number of variables in the equation grows and 
becomes increasingly unacceptable in terms of replicability and confidence in results. 
In these cases, structural equation modeling could be considered a best practice.

Reliability and Interactions in Multiple Regression

Up to this point, the discussion has been confined to the relatively simple issue of the 
effects of imperfect reliability on simple effects. However, many interesting hypoth-
eses involve curvilinear or interaction effects, as we have seen in prior chapters. Of 
course, poor reliability in main effects is compounded dramatically when those effects 
are used in cross-products, such as squared or cubed terms, or interaction terms. 
Aiken and West (1991) present a good discussion on the issue. An illustration of this 
effect is presented in Table 16.2.

As Table 16.2 shows, even at relatively high reliabilities, the reliability of cross-
products is often substantially weaker (except when there are strong correlations 
between the two variables). This, of course, has deleterious effects on power and 
inference. According to Aiken and West (1991), there are two avenues for dealing 
with this: correcting the correlation or covariance matrix for low reliability, and then 
using the corrected matrix for the subsequent regression analyses,5 or using structural 

5	 In theory, you could correct an entire correlation matrix for poor reliability, and then most statistical com-
puting packages allow you to use correlation matrices as the data entered rather than raw data. This is both 
cumbersome and potentially subject to error.

Correlation Between X and Z

Reliability
of X and Z r = 0 r = 0.20 r = 0.40 r = 0.60

0.90 0.81 0.82 0.86 0.96

0.80 0.64 0.66 0.71 0.83

0.70 0.49 0.51 0.58 0.72

0.60 0.36 0.39 0.47 0.62

Table 16.2  �The Reliabilities of Interaction Terms as a Function of Reliabilities of 
Individual Variables

NOTE: These calculations assume that both variables are centered at 0 and that both X and Z have equal reliabilities. 
Numbers reported are cross-product reliabilities.




