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achievement and 1 meaning high achievement. Thus, the change from 0 (low achieve-
ment) to 1 (high achievement) was a large step, and a dramatic comparison.8 We saw 
that the odds of graduating for those with high achievement in eighth grade was about 
7.8 times that of the odds of graduating for those with low achievement. Using a con-
tinuous variable is a simple extension of this special case. When an IV has more than 
two values, the statistics reflect the change in odds corresponding to a change of 1.0 
in the IV. The only difference is that in this case, more than one of these increments is 
present in the IV. Thus, the effect will take into account how many increments there 
are. In our example data, we have z-scored the achievement variable (zACH), which 
ranges from −2.01 to 2.36, giving us over four increments of 1.0. The abbreviated 
results from these analyses are presented in Table 5.5.

In my recent book on logistic regression (Osborne, 2015), I devoted an entire 
chapter to how much information we lose when we convert continuous variables 
to categorical or binary variables. If you think about this variable and what we did 
when we converted it to binary, we essentially introduced a massive amount of error 
by claiming that students scoring 2 standard deviations (SD) below the mean are the 
same as those scoring 0.02 SD below the mean. It is tough to argue that those stu-
dents are similar. Likewise, we considered students scoring 0.02 SD above the mean 
the same as students scoring more than 2 SD above the mean. Again, these are very 
different. Finally, we created a stark and false distinction: those who scored slightly 
below the mean (−0.02 SD) are treated as very different from those scoring slightly 
above the mean (0.02 SD) when, in fact, they are probably separated only by random 
error. Furthermore, because the majority of the sample is clustered around the mean, 
the majority of these distinctions are false, creating error.

8	 And also a dramatic disservice to the data.

Table 5.5  Logistic Regression With a Continuous Independent Variable

Omnibus Tests of Model Coefficients
Chi-

Square df p
Step 1 Step 1,491.382 1 .000

Block 1,491.382 1 .000
Model 1,491.382 1 .000

Model Summary

Step −2LL
Cox and
Snell R2

Nagelkerke 
R2

1 8,475.860a 0.086 0.190

Variables in the Equation

B SE Wald df p Exp(B)
95% CI for Exp(B)
Lower Upper

Step 1a zACH 1.359 0.043 1,003.838 1 .000 3.891 3.577 4.232
Constant 2.955 0.045 4,326.004 1 .000 19.194

aVariable(s) entered on step 1: zACH.




