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In this case, sex is not a significant predictor of graduation, once the other variables 
are in the equation.

Assessing the Overall Logistic Regression Model: 
Why There Is No R2 for Logistic Regression

We are used to exploring overall model statistics in OLS regression, such as the  
F statistic that tests whether the proposed model explains an amount of variance that 
is significantly different than 0. We also get an effect size, R (and R2), which tells us the 
proportion of variance in the DV that might be explained from our model.9 In this way, 
we get our first look at the goodness of our model—a significance test and an effect size. 
When predictors are entered on more than one step, you can ask for (or calculate) the 
change in R (and R2) and get a significance test of ΔR (which is also the test for ΔR2).

It seems as though it should be simple to design analogous indicators for logistic 
regression. Indeed, we do have some similar pieces of information. Some of this was 

9	 R2 is easily calculated. We can calculate the total sum of squares (SST) as the sum of all squared differences 
between each individual score on the DV (yi) and the mean of the DV, Y. The sum of squares for the error 
term (SSE) is the sum of the squared differences between each predicted value ( y∧ i) and the actual score 
on the DV (yi). The regression sum of squares is merely the difference between SST and SSE, and R2 is SSR/
SST (conceptually and literally, the amount of variance accounted for by the IVs divided by the total pos-
sible variance in the DV).

Example Summary of Previous Analysis
Prior to analysis, both SES and student achievement (ACH) were converted to z-scores (stan-
dard normal distribution) and entered simultaneously into the equation. With an initial −2LL 
of 9,967.24 and final −2LL of 8,062.99, the model represented a significant improvement 
in fit (χ2

(2) = 1,904.52, p < .0001). As you can see in Table 8.10, both SES and ACH were 
significant, unique predictors of graduation (student sex was not found to be significant 
after controlling for these variables and will not be discussed further). Specifically, after 
controlling for all other variables in the analysis, as SES increased, the probability of gradu-
ation increased (OR = 2.00 [95% CI = 1.87, 2.15]). Similarly, after controlling for all other 
variables in the analysis, increases in student achievement were associated with increased 
probability of graduation (OR = 2.90 [95% CI = 2.66, 3.18]). Because these variables were 
standardized, each OR represents the increase in odds of graduation for every increase of 
1 SD in either SES or ACH.

To put these effects into perspective, students who come from families with SES 2 SD 
below the mean have an 84.93% chance of graduating high school, whereas students who 
come from families that are 2 SD above the mean in SES have a 98.91% chance of gradu-
ating (assuming average achievement, held constant). Likewise, holding SES constant at 
the mean, a student with achievement scores 2 SD below the mean would have a 72.85% 
chance of graduation, whereas a student with achievement scores of 2 SD above the mean 
would have a 99.48% chance of graduation.




