
308    Regression & Linear Modeling

What Is Different About Log-Linear Analysis?

There are aspects of log-linear analysis that require a slightly different way of think-
ing. For example, in log-linear analysis, we do not distinguish between IVs and DVs; we 
merely look at associations between all variables. They are all merely factors (categorical 
variables) entered into the analysis.4 As you can see in Table 12.2c, this does not change 
the basic information, but it does change how we might think about the information. 
Note also in Table 12.2c that SPSS adds 0.50 to all counts in the saturated model (model 
with all variables in the model, in which the expected and observed counts are identical, 
leaving no residuals). This is to prevent counts of zero in cells, which can wreak havoc 
on this type of model. These two nuances are mostly surface features of the analysis. 
What happens “under the hood” is more akin to Poisson or logistic regression.

The name “log-linear” analysis refers to the fact that we are modeling a linear 
model by converting frequency counts within a contingency table (like in Table 
12.2c) to natural logarithms. Thus, we have a linear model using the natural loga-
rithm as a link function, and we can create a linear model predicting the natural 
log of the expected frequency counts (similar to Poisson regression, in which we 
predicted the natural log of the mean count).

As you can see in Equations 12.1a (routine notation in log-linear tradition) and 
12.1b (converted to typical GLM notation we have used in this book), we model the 
natural log of the expected frequencies of each cell in the table as a function of an 
intercept (typically noted as µ, although b0 would also be appropriate) and the effects 
of each of the two variables in the equation (λAi

and λBj
 or b1X1 and b2X2) and their 

interaction or nonadditive effect (λABij
or b3X1X2).

	 LN(Fij) = µ + λAi
 + λBj

 + λABij
	 (12.1a)

	 LN(Fij) = b0 + b1X1+ b2X2+ b3X1X2	 (12.1b)

4	 Some authors argue that logistic regression should be used if DVs and IVs are used in a more explicit fash-
ion. However, as you will see (and as I have argued throughout this book), the statistical analysis is neutral 
on the topic of “causality” or theoretical independence or dependence. The same arguments have been 
historically made with correlation and regression, although the outcomes are identical. Thus, I disagree 
with that stance and encourage you to use this analysis if appropriate to the data.

Table 12.2b  Logistic Regression Predicting HOPELESS12 From E_BULLIED

Variables in the Equation

B SE Wald df p Exp(B)

Step 1a E_BULLIED 1.383 0.051 723.699 1 .000 3.986

Constant −1.058 0.021 2,480.472 1 .000 0.347
aVariable(s) entered on step 1: E_BULLIED.




