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distribution of MISSING_BMI confirms that my recode worked, because I have the 
expected number of cases with 1 and 0 (Table 14.1a).

Once we have a dummy variable indicating missingness on a particular variable, 
we need to test three different things to evaluate the type of missingness mechanism:

a.	 That missingness is not related to the dependent variable (DV) of interest;
b.	 That missingness is not related to the independent variable (IV) or any other 

important variable in the data set—even if it is not being used in this particular 
analysis; and

c.	 That when all variables are used to predict missingness, they collectively do not 
account for significant model fit improvement (as measured by the change in −2 
log likelihood [Δ−2LL] as we have done in previous chapters).

If all three of these conditions are met, and it is reasonable to argue that you have 
measured all important variables that could be related to missingness on this variable, 
then you can conclude that missingness is completely at random. Furthermore, it must 
be reasonable that there was enough power to detect a significant effect if indeed it 
existed. Because we have more than 27,000 cases, this is a reasonable assertion and non-
significance can be taken seriously. However, if we only had 75 cases in our data, estab-
lishing no relationship also requires looking at the odds ratios (ORs) and regression 
coefficients and arguing they are small enough to be ignorable. A reasonably sized effect 
should have a reasonable probability of being detected for this type of analysis to matter.

The first test was conducted as a simple logistic regression analysis predicting 
MISSING_BMI from DIABETES, which was not significant. The other analyses can 
be combined into a single logistic regression equation, in which I include as many 
other variables with as little missing data as possible (fortunately, in this example, 
many of the other variables have mostly complete data). A logistic regression analysis 
predicted MISSING_BMI from other available variables I could think of that had no 
missing data: AGE, DIABETES (0 = no, 1 = yes), currently MARRIED (0 = no, 1 = 
yes), SEX (1 = male, 2 = female), and the original RACE variable (coded into six cat-
egories). Both the second and third conditions were failed in this example. The Δ−2LL 
was 217.05 (p < .0001) when these variables were entered into the equation, leading 
to the conclusion that there are significant relationships between one or more of these 
variables and missingness on BMI. As you can see in Table 14.1b, there is a slight trend 
with AGE, indicating that older respondents are more likely to be missing BMI than 
younger respondents. Overall, RACE was not significant, but one of the contrasts was 

Frequency Percent Valid Percent Cumulative Percent

Valid
.00 26,779 96.6 96.6 96.6
1.00 952 3.4 3.4 100.0
Total 27,731 100.0 100.0

Table 14.1a  Frequency Distribution of MISSING_BMI

SOURCE: National Health Interview Survey of 2010 (NHIS2010) from the National Center for Health Statistics (http://
www.cdc.gov/nchs/nhis/nhis_2010_data_release.htm).




