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The general function for a Poisson distribution is given in Equation 11.1 (adapted 
from sources such as Cohen et al., 2003; Coxe, West, & Aiken, 2009; Nussbaum et al., 
2008), where y is a given value of Y (the DV) and µ is the average (arithmetic mean) 
of the number of incidents per given time interval.2 Some examples of a Poisson dis-
tribution are presented in Figure 11.1.
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In Poisson regression, we use the natural log link function (ln), modeling the 
predicted average count ( µ

∧ ) as a function of specific predictors (as contrasted with 
logistic regression, in which we are predicting the probability of an outcome). 
An example Poisson regression equation is presented in Equations 11.2a–11.2c 
(showing multiple regression, curvilinear regression, and interaction examples, 
respectively):

	 ln(µ
∧ ) = b0 + b1X1 + b2X2 + b3X3 + … + bkXk	 (11.2a)

	 ln(µ
∧ ) = b0 + b1X1 + b2 X1

2 + b3 X1
3 + … + bk X1

k	 (11.2b)

	 ln(µ
∧ ) = b0 + b1X1+ b2X2+ b3X1X2	 (11.2c)

2	 y! is the factorial of y, which is equal to the value of y multiplied by each lower number between  
y and 1.
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Figure 11.1  Poisson Distributions With Different Average Event Rates




