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where any correlation (or regression coefficient) is a function of the true correlation 
in the population (ρxy) multiplied by the square root of the reliabilities of X (rXX) and 
Y (rYY). Some examples of how this can lead to underestimation are presented in 
Table 2.2 and Figure 2.5.

As you can see in both Table 2.2 and Figure 2.5, a correlation will attenuate substan-
tially as the assumption of perfect measurement is violated, even when reliability is in 
the “good” range of 0.80 or higher. For example, if you have a population correlation of 
0.50 and reliability of 0.80, the correlation will be underestimated at 0.40. This does not 
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Figure 2.5  The Effect of Imperfect Measurement on Effect Size

Table 2.2  Example Effects of Imperfect Reliability

Reliability Estimate

True Correlation Coefficient

ρ = 0.30 (0.09) ρ = 0.50 (0.25) ρ = 0.70 (0.49)

0.90 0.27 (0.07) 0.45 (0.20) 0.63 (0.39)

0.80 0.24 (0.06) 0.40 (0.16) 0.56 (0.31)

0.70 0.29 (0.04) 0.35 (0.12) 0.49 (0.24)

0.60 0.18 (0.03) 0.30 (0.09) 0.42 (0.18)

NOTE: Reliability estimates for this example assume the same reliability for both variables. Percent variance accounted for 
(shared variance, or coefficient of determination) is shown in parentheses. 




