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much variance unexplained (a correlation of just over r = 0.70 would equate to about 
halfway if you think about percent variance accounted for). This concept of variance 
accounted for will be one of the primary methods we will use to describe effect sizes 
throughout much of the rest of this book.

A Real Data Example

The correlation between zACH and zSES within NELS88 was estimated to be r(16,610) = 
0.51, p < .0001, as you can see in Table 3.2. Given these results, we would reject the null 
hypothesis and assert that there is a significant relationship between these two variables, 
in the expected direction (as zACH increases, zSES also tends to increase), which should 
be no surprise given the scatterplot in Figure 3.1, which shows overlap between the two 
variables. But that is only half the battle! We also need to explain or quantify how strong 
the relationship is, particularly in large samples where correlations close to zero can 
lead to rejection of the null hypothesis but can be minuscule. This correlation of r = 0.51  
might be viewed as relatively strong, because it is about halfway between 0.00 (no 
relationship) and 1.00 (perfect relationship). However, this correlation converts to r2 

= 0.26, or about 26% of the variance in zACH accounted for by zSES (leaving almost 
three-quarters, 74%, left unaccounted for). That is much more descriptive, to me, than 
simply saying it is a “large” effect.

Thus, I encourage you to report percent variance accounted for and interpret it 
substantively. Despite this example correlation being a “large” effect size according 
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Figure 3.2  �The Relationship Between Correlation Coefficient and Percent Variance 
Accounted For




