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However, another example of an influential case will not (as shown in Figure 3.6). In 
this fictional example, you can see three cases arrayed in such a way that they might 
substantially influence where the regression line is placed. Absent these three lines, 
those three cases in the top left and bottom right quadrants might pull the regression 
line into a very different (negative) slope. However, with the regression line arrayed 
in this way, none of these three circled cases would have large standardized residuals. 
What we often use is an indicator of influence or leverage—indicators of how much 
particular cases are influencing the parameter estimates, which is what I think is most 
central to the question of data cleaning.

SPSS and many other statistical packages report DfFit and Cook’s Distance (Cook’s 
D) as global indicators of influence.8 If you observe the DfFit values (standardized to 
z-scores) in Figure 3.7, you can see there are some cases that seem inappropriately 
influential; at this point, we do not know if they are inflating the regression estimates 
(as the fictitious points in Figure 3.6 would) or suppressing them (as the cases in 
Figure 3.6 would). However, removing them is defensible if you use conservative, 
consistent guidelines. In this case, it seems to me that cases more 5 SD from the 
mean are both very conservative and defensible. As you can see in Table 3.5, removal 
of 46 cases (out of 16,610) led to a slight adjustment in the regression coefficients 

8	 There are also other indicators, such as Mahalanobis’s D, or DIFCHISQ, or other indicators depending on 
the statistical software used. 
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Figure 3.6  �Influential Cases That Would Not Be Detected by Standardized Residuals




