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It should not be surprising that SES is a significant predictor of graduation, with 
an OR of 2.83, and a 95% CI of [2.66, 3.02]. We have seen this information in previ-
ous chapters. Similarly, we can look at whether eighth-grade achievement test scores 
(zACH) predict graduation. Again, starting with a −2LL of 9,967.24, once ACH is 
in the equation, this is reduced to 8,475.86, a reduction of 1,491.38 (χ2

(1) = 1,491.38,  
p < .0001). At first glance, both models seem strong, with zACH having a bit larger of 
an effect (i.e., the model was improved more by adding that variable than the other 
variable with only the intercept in the equation). The variable statistics reflect this as 
well, as you can see in Table 8.8.

In this case, the OR is a bit higher (3.89 [95% CI = 3.58, 4.23]). Of course, this 
tells us important information—that both variables are strongly related to gradua-
tion. However, SES and achievement also tend to be strongly correlated—in this case, 
the simple correlation between the two variables exceeds r = 0.50, meaning there is 
substantial overlap in the two variables. It looks as though achievement is the more 
important predictor from these first simple analyses, but we can do better. As we just 
did in the earlier part of this chapter, we can evaluate the unique, independent predic-
tive effects of these two variables in the context of multiple regression. Note also that 
combining multiple predictors into a single equation eliminates thorny issues such as 
the increased chance of Type I errors inherent in performing several simple logistic 
analyses. Thus, combining variables into a single equation has many benefits from 
controlling Type I error rate to being able to ask more nuanced questions of the data.

Entering both variables in the same equation yields a significant overall model. 
With the initial −2LL of 9,967.24, the model summary shows a final −2LL of 8,062.99, 
a reduction of 1,904.25 (χ2

(2) = 1,904.52, p < .0001). This overall model fit improve-
ment has two degrees of freedom because we entered two variables. Note also that 

B SE Wald df p Exp(B) 95% CI for Exp(B)
Lower Upper

Step 1a zSES 1.041 0.033 1,018.355 1 .000 2.831 2.656 3.018
Constant 2.740 0.037 5,409.564 1 .000 15.480

Table 8.7  �Simple Logistic Regression Equation Predicting GRADUATED With Only 
zSES in the Equation

SOURCE: National Education Longitudinal Study of 1988 (NELS88) from the National Center for Education Statistics 
(http://nces.ed.gov/surveys/nels88/).

B SE Wald df p Exp(B) 95% CI for Exp(B)

Lower Upper

Step 1
zACH 1.359 0.043 1,003.838 1 .000 3.891 3.577 4.232

Constant 2.955 0.045 4,326.004 1 .000 19.194

Table 8.8  Simple Logistic Regression Equation Predicting GRADUATED From zACH

SOURCE: National Education Longitudinal Study of 1988 (NELS88) from the National Center for Education Statistics 
(http://nces.ed.gov/surveys/nels88/).




