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extend the Y axis far outside the observed range of the DV. Thus, we have a decision 
rule for the Y axis.

Procedural Issues With Graphing

The first thing we will do when setting out to graph the interaction effect(s) is 
calculate some predicted values. To facilitate this, we need to remove effects that are 
irrelevant to the interaction, if there are other variables in the model. In this case, 
there are not. If there were, we would hold these effects constant at 0, which should 
be the mean, and thus remove them from calculations.

The next thing is to capture the regression line equation from the last step in the 
analysis, as in Equation 9.4 (extracted from the final step in the analysis presented in 
Table 9.1). It is often desirable (particularly in logistic regression) to extract more than 
three decimal points’ worth of precision from your statistical output.

Ŷ = −0.043 + 0.812(zACH08) + 0.111(zSES08) − 0.063(zACH08*zSES08)      (9.4)

When we have two continuous variables as part of an interaction, we have an almost 
infinite number of points that we could plot. However, remember that our goal is clar-
ity concerning the general nature of the interaction. Thus, I usually plot points that 
represent high/low combinations from each variable (or high/average/low combina-
tions) to communicate the general effect. Thus, the first step is to decide what values 
will represent “high” and “low” when making these calculations. I often use ±2 SD 
(z-score of −2 and +2 representing “low” and “high,” and sometimes 0 for “average”) 
for each variable, giving me values that I can put into an Excel spreadsheet to create 
predicted values that can then be plotted graphically (see Table 9.2).
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Figure 9.2b  �Fictitious Interaction Graphed With the Origin and Entire  
Theoretical Range




