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A Tale of Two Errors

We will continue to utilize NHST in this book, knowing that it is tradition (albeit a 
flawed and misunderstood one), and we will also seek to incorporate modern prac-
tices to supplement the information we obtain from NHST. Before we get into that 
discussion, we should briefly touch on Type I and Type II errors, two errors of infer-
ence commonly discussed and used occasionally later in this book.

In NHST, we face two different possible decisions regarding our hypotheses and 
two different (yet unknowable) states of “reality” in the population. Broadly, we can 
decide either to reject or not to reject the null hypothesis. In the unknowable reality 
of the population we are trying to investigate, we can also have a relationship that is 
or is not different from zero. As Table 1.2 shows, this gives us four possible outcomes, 
two of which are potential errors.

Thus, we hope that our data lead to a correct inference concerning the popula-
tion, but it is possible that we make either a Type I (concluding that there is a rela-
tionship in the population when in reality there is none) or Type II error (failing to 
conclude there is a relationship in the population when there is one). As quantita-
tive methods evolved early in the 20th century, a primary focus was on minimizing 
the probability of making a Type I error (i.e., concluding there are effects when in 
fact there are not). For example, if I am testing a new drug on patients and compar-
ing them with placebo/control groups, I want to be very sure that the new drug is 
actually producing significant differences before I recommend doctors prescribe 
that drug. Likewise, we want to be relatively certain that a psychological or educa-
tional intervention will produce the desired differences over existing interventions 
before we recommend implementation. In the earlier decades of the 20th century, 
this decision rule (α = 0.05) was more flexible (which is why you can still find refer-
ence to “setting alpha” in many other statistics texts—but you will not find it in this 
one!); although at this point, it seems that we routinely expect that alpha is fixed at 
0.05, meaning that we give ourselves only a 5% chance of making a Type I error in 
our decision making.

Why not set the bar at 1% or 0.01% so that we are very certain of not making an 
error of this type? We could do that (and historically, many scholars have), but in 

Table 1.2  Hypothesis Testing and Errors of Inference

Population or Unknowable “Reality”

There Is No Effect There Is an Effect
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