
Prediction in the Generalized Linear Model    423

Regression Equation
Brier 
Score

Calibration 
(PI or s)

Discrimination 
(Area Under ROC)

Model 
χ2

Equations near the upper limits of 95% CIs for parameters

Ŷ = �3.911 + 1.967(zACH) + 
1.340(zSES) + 0.787(SESACH)

0.0474 0.941 0.865 144.54

Ŷ = �3.594 + 1.719(zACH) + 
1.421(zSES) + 0.970(SESACH)

0.0482 1.048 0.861 139.09

Equations near the lower limits of 95% CIs for parameters

Ŷ = �3.050 + 1.228(zACH) + 
0.859(zSES) + 0.329(SESACH)

0.0469 1.355 0.871 148.97

Ŷ = �3.144 + 1.153(zACH) + 
0.813(zSES) + 0.240(SESACH)

0.0468 1.363 0.872 149.48

Using original sample (from Table 17.4)

Ŷ = �3.401 + 1.458(zACH) + 
1.203(zSES) + 0.581(SESACH)

0.0471 1.158 0.869 147.64

Table 17.9  Volatility in External Validation

these extreme examples of the prediction equation are about as good as the simple equation 
we first arrived at. All are fairly reasonable according to the Brier score, all have about the 
same discrimination index (area under the ROC curve), and all show a modest amount  
of shrinkage from the original model chi-square of 159.495. This example allows 
several conclusions.

First, prediction equations can be highly volatile, even when samples are relatively 
large and events (or the ratio of predictors to events) are reasonably strong. It is dif-
ficult to see how any researcher could publish one equation based on one sample 
and have the actual parameters in the equation replicate closely in an independent 
sample, particularly if there were more variables in the equation (or more complex 
effects).

Second, no matter how extensively a researcher tries to create a “shrunken” or 
more generalizable equation that is corrected for overfitting, it is probably not 
reasonable to assume that shrinkage and overfitting have been accounted for. 
Given the simple, limited examples above, attempts at correcting for overfitting  
seemed to universally fall short of the actual observed shrinkage.

Third, and what is somewhat unexpected given the above points, is that in general, 
most of the equations showed reasonably good prognostic capabilities. Despite rela-
tively robust variability across the various bootstrap examples, the metrics for evaluat-
ing prognostic equations stayed relatively consistent. This may be due to the size of the 
sample, the small number of predictors, or the strength of the predictive power of the 
variables, and your experiences may vary.




