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to Cohen’s rule of thumb, only about one-fourth of the variance is accounted for, or 
shared by the variables. This, to me, is not necessarily a “large” effect, although it is 
stronger than many we see in the social and behavioral sciences.

I have purposefully left this section on correlation short, as I believe it is not useful 
in the modern age of statistics. I also did not delve deeply into the assumptions of cor-
relation, which are slightly different than regression. Again, I am not a fan of students 
learning simple correlation as an important mode of analysis. Let us quickly move to 
simple regression and see why.

The Basics of Simple Regression

Simple regression uses similar calculations to achieve the same goal as the Pearson 
product-moment correlation: to understand the extent to which we can understand 
one variable based on another variable. In regression, we create a regression line (and 
an associated regression line equation; also called the line of best fit) that summarizes 
the linear relationship between the two variables. Historically, these two procedures 
map onto two general goals in this type of research: explanation and prediction. These 
roughly correspond to two differing goals in research: being able to make valid pro-
jections concerning an outcome for a particular individual (prediction), or attempt-
ing to understand a phenomenon by examining a variable’s correlates on a group 
level (explanation). There has been debate as to whether these two applications of 
regression are grossly different, as authors such as Scriven (1959) and Anderson and 
Shanteau (1977) assert, or are necessarily part and parcel of the same process (e.g., 
DeGroot, 1969; Kaplan, 1964; for an overview of this discussion, see Pedhazur, 1997, 
pp. 195–198). I believe both are necessarily part of the scientific process and that this 
dichotomy is an artificial and unnecessary one, particularly given that the numbers 
are identical regardless of the purpose. In my mind, the important, human aspect of 
statistical analysis is providing the context and interpretation of those numbers.

Regardless of your purpose, we usually seek to take our understanding of phenom-
ena from our research and apply it to people who were not specifically involved in our 
research (a process called generalization).

Table 3.2  Correlation Between Socioeconomic Status and Achievement

Correlations
zACH zSES

zACH Pearson correlation 1 0.505**

p (2-tailed) .000
N 16,610 16,610

zSES Pearson correlation 0.505** 1
p (2-tailed) .000
N 16,610 16,610

**Correlation is significant at the 0.01 level (two-tailed).

DATA SOURCE: National Education Longitudinal Study of 1988 (NELS88) from the National Center for Education 
Statistics (http://nces.ed.gov/surveys/nels88/).




