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gradually building the model in stages, then performed some data cleaning analyses 
(via three binary logistic regression analyses), and performed the final analysis by 
examining a z-scored Cook’s D and removing any cases more than 7.5 SD from the 
mean (initial N = 14,861, final N = 14,786, 75 or 0.5% of cases removed). Neither 
analysis supported the conclusion that there were significant cubic effects, and thus 
all cubic effects were removed from the final model. A summary of these analyses is 
presented in Table 10.6a. Recall that in SPSS, you have to perform blockwise multi-
nomial analyses individually and calculate model change statistics yourself because 
the multinomial routine does not provide for blockwise entry. As you can see in 
Table 10.6a, some judicious data cleaning revealed significant curvilinear effects 
not detectable prior to data cleaning. The final parameter estimates for that step are 
presented in Table 10.6b.

For consistency with previous graphs, I will keep zSES on the X axis and graph 
different lines as a function of low/average/high student achievement. These are 
presented in Figures 10.3a, 10.3b, and 10.3c. As you can see, the graphs are relatively 
similar in general pattern across all three analyses (0 versus 1, 0 versus 2, and 0 
versus 3). The significant curvilinear interaction is obvious in that different groups 
(low-, average-, and high-achieving students) have significantly different curves. 
Because the three marijuana use groups seem to have such a similar interaction 
pattern, this begs the question as to whether we could have performed an ordinal 
regression. Many of the regression coefficients are similar in direction and mag-
nitude, suggesting that this type of model might be viable even with a curvilinear 
interaction effect as complex as observed below.

After Cleaning Data Before Cleaning Data

Model −2LL Δ−2LL, df p −2LL Δ−2LL, df p 

Intercept only 20,506.534 — — 20,927.044 — —

Step 1: zSES, 
zACH

20,362.369 147.44, 6 < .0001 20,795.286 131.758, 6 < .0001

Step 2: zSES × 
zACH

20,326.045 36.324, 3 < .0001 20,773.470 21.82, 3 < .0001

Step 3: SES2, 
ACH2

20,273.673 52.372, 6 < .0001 20,761.836 29.44, 6 < .07

Step 4: 
quadratic 
interaction 
terms

20,223.379 50.294, 9 < .0001 20,737.095 13.99, 9 < .003

Table 10.6a  �Model Fit Summary for Multinomial Logistic Regression Predicting MJ 
From zACH and zSES




