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rare cases, that none of the individual terms are significant. Thus, when a significant 
likelihood ratio indicates significant degradation of the model as a result of removing 
multiple terms, those individual terms should be examined. When a block of terms are 
removed from the model and no significant degradation occurs, it is safe to assume 
that none of those terms are significant.

As you can see in Table 12.2c, each effect is significant, meaning that each is sig-
nificantly different from zero. Thus, there is a reasonable expectation that removing 
any effect from the model will degrade fit. As expected (and shown in Table 12.4), 
the likelihood ratio went from perfect fit (0.00) to 732.49 (or Pearson chi-square from 
0.00 to 796.544), both of which are significant degradations of the model. Thus, it 
would not be desirable to remove the interaction.

Assumptions of Log-Linear Models

This is a relatively simplistic and nonparametric analysis, and as such has few 
assumptions. As with most of our analyses, we assume independence of observa-
tions (i.e., no repeated measures or nested/clustered data). We also assume that 
there is an adequate sample to support the analysis. Some authors suggest you 
have five times the number of cells in the analyses as a minimum, but this guide-
line would lead to small samples in which a random change of one individual to 
a different cell could dramatically influence the results. Thus, as with all other 
chapters, I argue that larger samples will provide a more stable and replicable 
result.7

Finally, you cannot have null cells (with counts of 0), which is why many software 
programs add 0.5 to all cell counts by default—to avoid this issue of sparse data. 
Further, no more than 20% of the cells should have an expected frequency of less than 
5. Uneven data such as described here will dramatically reduce power.

A Slightly More Complex Log-Linear Model

Let us have some fun with this model and add two other variables: SEX (biological 
sex; 0 = female, 1 = male) and SUICIDE (“During the past 12 months, did you ever 

7	 As you will see in Chapter 15, even relatively large samples can lead to results of questionable replication 
probabilities.

Goodness-of-Fit Testsa,b

Value df p

Likelihood ratio 732.489 1 .000

Pearson chi-square 796.544 1 .000
aModel: multinomial.
bDesign: constant + E_BULLIED + HOPELESS12.

Table 12.4  Model Fit After Interaction Removed




