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Figure 5.8  �The Nonlinear Relationship Between Odds Ratios Over 1.0 and Below 1.0

Another, perhaps preferable, method of dealing with this issue is to convert odds or 
logits to predicted probabilities for each group, as we did in Chapter 4 (and as we will 
do with more urgency in later chapters when looking at interactions and curvilinear 
effects). This has the laudable effect of reducing the exaggeration of effect size that 
ORs can have under certain circumstances and helping avoid issues like interpreting 
an OR of 0.175 as being “0.175 times less likely” for something to happen.

SUMMARY

We covered a lot of ground in this chapter—from assessing the overall goodness of a 
model to some of the benefits of utilizing continuous variables (in which your data 
has continuous variables) rather than engaging in the common practice of dichoto-
mizing. Along the way, I argued that any continuous variable should be converted 
to the standard normal distribution before using it in logistic regression so as to 
standardize interpretation of those variables. Furthermore, I suggested that variables 
should be coded in such a way that ORs end up over 1.0 for ease of interpretation. 
I hope at this point you are feeling increasingly comfortable with generalized linear 
modeling approaches to data cleaning. At this point, we have covered simple uni-
variate examples of some of the most common analyses you might encounter in the 
behavioral sciences. Almost everything from this point onward will be extensions and 
generalizations of generalized linear modeling covered in these first five chapters.




