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correlations), t-tests, simple ANOVA, simple regression, and maybe things like chi-
square, odds ratios, and so forth. In many classes and in many textbooks, these are 
taught as different analyses, with different assumptions, formulae, and interpretations. 
Indeed, for much of the last century since these statistics were invented, that has been 
the case. More recently, we (as a field) have begun talking about the GLM, which is 
a simple model for thinking about relationships between variables, with many of the 
aforementioned statistical techniques as special cases of the GLM. Thus, we can talk 
about t-tests as a special case of ANOVA, and ANOVA as a special case of GLM in 
which the IV is categorical and the DV is continuous. We can talk about ordinary least 
squares (OLS) regression as a special case of GLM in which both the IV and DV are 
continuous (and simple correlation as essentially the same thing as regression but much 
more limited). We can talk about logistic and probit regression as special cases of the 
GLM in which the DV is binary and the IV is continuous or categorical. In fact, we can 
talk about all of these analyses as examining the simple relationship between two vari-
ables. In reality, we want to know whether one variable relates to, or affects, another. We 
don’t (or shouldn’t) care whether the variables are categorical or continuous. Despite a 
century of “tradition,” it really doesn’t matter, as we will demonstrate through the course 
of this chapter. In previous chapters, we presented Table 3.1.

In this chapter, we are dealing with the top left quadrant of this table, as we will 
work with a continuous IV and DV. During the course of this chapter, I will make the 
argument that correlation is really a special (and more limited) case of OLS regression 
and, as such, should not be treated separately. Thus, by the end of this chapter, I will 
argue that we should remove correlation from this box.

We will also start with the question of whether student achievement scores in high 
school (zACH, a continuous variable reflecting standardized achievement scores, con-
verted to z-scores, ranging from −2.01 to 2.36, centered at 0 with a standard deviation 
[SD] of 1.0) are related to affluence or poverty, as measured by family socioeconomic 

Table 3.1  �Examples of the Generalized Linear Model as a Function of Independent 
Variable and Dependant Variable Type
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ANOVA, analysis of variance; DV, dependent variable; IV, independent variable; OLS, ordinary least squares.




