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inflation factor (VIF) and tolerance will be close to 1.0. VIF is calculated as 1/toler-
ance, so as one increases, the other will decrease accordingly. When these numbers get 
appreciably far from 1.0, there might be concern for collinearity issues, and variables 
should be examined for redundancy or high correlation.

When I find two variables that are so highly correlated that they might be causing 
collinearity issues, there are two possible methods I resort to for dealing with this. 
First is simply to eliminate one or the other. Some researchers feel queasy about this 
option, but if two variables are this highly correlated, they are almost entirely redun-
dant and thus removing one is not harming the model. The other option I have occa-
sionally used is to combine the two variables (e.g., by averaging) so that both pieces 
of (virtually redundant) information are in the model but are not causing problems.

The other issue we will face immediately in terms of data cleaning is that we have 
more terms in the analysis; so if you are looking at individual indicators of influence 
(e.g., DfBetas), you will now have more to examine. Remember, we have a DfBeta for 
each term in the equation. Therefore, we will have to examine each one, and we also 
must be very judicious and conservative in our data cleaning so that we do not remove 
all of our data.

Predicting Student Achievement From Real Data

In prior chapters, we examined how family SES can influence student achievement (cor-
relation of about 0.51 between eighth-grade SES and ACH). Prior achievement is also 
a strong predictor of future achievement. Using our National Education Longitudinal 
Study of 1988 (NELS88) data, let us change the question slightly. We will now ask which 
eighth-grade variable, achievement test score (zACH08; converted to z-scores) or fam-
ily affluence in eighth grade (zSES08; converted to z-scores), predicts achievement test 
scores in twelfth grade (zACH12; converted to z-scores). In our data set, the zero-order 

Excluded Variablesa

Model Beta In t p Partial 
Correlation

Collinearity Statistics
Tolerance VIF Minimum 

Tolerance

1 SES .b . . . −1.169E-013 −5.926E+13 −1.169E-013
aDependent variable: ACH.
bPredictors in the model: (constant), zSES08.

Table 8.1b  �When Linearly Dependent Variables Are Entered Into the Same Analysis in 
Ordinary Least Squares Regression

Table 8.1c  �When Linearly Dependent Variables Are Entered Into the Same Analysis in 
Logistic Regression

Warnings

Due to redundancies, degrees of freedom have been reduced for one or more variables.




