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(within reason), and it would be more so if some simple data cleaning removed 
cases with residuals more than, say, exceeding 5 SD. Data transformations can also 
be utilized to help meet this assumption. By contrast, Figure 2.8 shows a distribu-
tion with marked heteroscedasticity evident; in other words, the variance of the 
residuals seems to vary broadly across the observed range of the DV. In this case, 
we would fail the assumption and produce a model that may be seriously misesti-
mated. Data cleaning, transformation, or perhaps even curvilinear modeling might 
improve this situation.

Logistic regression is not a parametric procedure and has no assumption regarding 
the distribution of residuals or equality of variance. Of course, if you have problem-
atic data points and have not cleaned your data, you could still experience substantial 
misestimation of the model. Reasonable cleaning of the data could remedy this issue 
in nonparametric analyses as well.

However, there are some interesting assumptions relating to sparseness that seem 
similar to me. Sparseness is a concept that can be understood by imagining lots  
of little boxes stacked together. In logistic regression, for example, each box represents 
a combination of the DV and IV. For example, if you are looking at blood pressure  
and odds of having a stroke, you have boxes for each range of blood pressure repre-
senting both people who have and who have not had strokes. In sampling from the  
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Figure 2.8  �Example Distribution of Standardized Residuals Plotted Across a Predicted 
Value of Y

DATA SOURCE: 2001–2002 National Health and Nutrition Examination Survey, courtesy of the Centers for Disease 
Control and Prevention (http://www.cdc.gov/nchs/nhanes.htm).




