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analysis (Figure 7.5). Prior to adding the curvilinear terms to the equation, the plot 
indicated potential nonlinearity and heterogeneity. Although this is not perfect, it 
is much improved, particularly in light of the fact that we have not performed data 
cleaning yet.

Data Cleaning

After all terms were in the equation, I examined both standardized residuals and DfFit 
statistics. DfBetas would also be appropriate to examine, as would other indicators 
of influence. There was one case that had an exceptionally large DfFit (it was more 
than 33 SD from the mean DfFit value), and that case was removed. The standardized 
residuals ranged from −2.27 to 5.14, with 10 cases (out of 1,125) having standardized 
residuals greater than 3.0. These 11 cases were also removed, resulting in less than 
1% of the sample being removed. The results after cleaning are presented (in less 
detail) below in Table 7.2 and Figures 7.8 and 7.9. The normality of the residuals has 
improved substantially (skew has now been reduced to 0.38 and the kurtosis is now 
−0.25). Furthermore, the scatterplot (Figure 7.9) is slightly improved over Figure 7.8, 
more clearly meeting the assumption of homoscedasticity.
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Figure 7.7  �Plot of zPRED Versus zRESID From the AAUP Curvilinear Regression 
Analysis Predicting Salary of Associate Professors From Size of the 
Institution




