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Table 3.3  Regression Analysis of Socioeconomic Status and Achievement Data

Model Summary

Model R R2 Adjusted R2 SE of the 
Estimate

Durbin-Watson

1 0.505b 0.255 0.255 0.86336531 1.843

ANOVA
Model Sum of Squares df Mean Square F p

1

Regression 4,229.402 1 4,229.402 5,674.006 .000b

Residual 12,379.598 16,608 0.745

Total 16,609.000 16,609

Coefficients
Model Unstandardized 

Coefficients
Standardized 
Coefficients

t p 95% CI for B

B SE Beta Lower Bound Upper Bound

1
(Constant) −1.004E-013 0.007 0.000 1.000 −0.013 0.013

zSES 0.505 0.007 0.505 75.326 .000 0.491 0.518

SOURCE: National Education Longitudinal Study of 1988 (NELS88) from the National Center for Education Statistics 
(http://nces.ed.gov/surveys/nels88/).

ANOVA table. An F is a statistic that is similar to t in that it is a ratio of signal to noise 
(and, in fact, t2 = F). In Table 3.3, you can see that the regression sum of squares (the 
variance accounted for by the IV) is 4,229.402, the residual (unexplained variance) 
sum of squares is 12,379.598, and the total is 16,609.000. In a literal sense, the variance 
accounted for is the ratio of variance explained by the regression equation to the total 
variance. If you do the calculations, that is 0.255, which is also equal to the R2 value in 
Table 3.3 and is also equal to the r2 from earlier in the chapter when we were exploring 
correlations (which is also identical to the R). Moving to the third part of the table, you 
can see the unstandardized regression coefficients in the first column, with the inter-
cept very close to zero, and the unstandardized regression coefficient for zSES equal to 
0.505 (as is the standardized regression coefficient, because the original variables were 
converted to z-scored variables; in general, unless you convert variables to z-scores, 
these statistics are different). You can further see that the intercept is not significantly 
different from zero (which is not surprising in light of the centering of both variables). 
However, the statistical test for the slope does lead us to reject the null hypothesis. 
Finally, we have 95% confidence intervals (95% CIs), which are calculated as follows:

	 95% CI = �statistic ± 1.96 (standard error of the statistic)	 (3.6)

Thus, we are 95% confident that the population intercept in this case is between −0.013 
and +0.013, and we are 95% confident that the unstandardized regression coefficient for 
this variable in the population is between 0.491 and 0.518. This helps us understand how 
precise our estimates are.




