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sum of squared distances is the line of best fit. This is where we get the phrase “least 
squares,” and it also provides an added benefit of selectively punishing models with 
many large residuals as squared distances get larger much more quickly than simple 
distances (±2 squared is 4, ±3 squared is 9, ±4 squared is 16, etc.), which is desirable 
when the goal is to fit the data more closely.1

Research has shown that when assumptions are met in OLS regression, we can 
derive the following benefits: (a) the estimates produced are unbiased estimates of 
true regression properties within the population; (b) the standard errors decrease 
as sample size increases, meaning our estimates of population parameters are more 
precise; and (c) they are efficient, meaning that no other method of estimation will 
produce smaller standard errors (if you are interested in more on the technicalities 
of OLS estimation, an excellent introduction is provided in Cohen, Cohen, West, & 
Aiken, 2002).

Note particularly that the key phrase above is “when assumptions are met.” It is 
often the case that when we read scholarly articles, even in the most respected journals, 
we do not know whether assumptions have been met because authors do not report 
having tested them. In fact, I wrote an entire book demonstrating why cleaning data 
and testing assumptions is so important (Osborne, 2013), and regression texts such as 
that by Cohen et al. (2002) clearly make the point that bad things can happen to analy-
ses when assumptions are not met (e.g., the presence of even a single extreme outlier).

1	 The “ordinary” part of OLS is not pejorative; rather, it correctly identifies this estimation procedure in con-
trast with other estimation procedures that use least squares estimation, such as weighted least squares or 
generalized least squares. 
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Figure 2.1  Fictitious Example of Ordinary Least Squares Estimation




