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about: they are not extreme in any univariate distribution, but when the combina-
tion of scores on two variables is examined, they are clearly not part of the overall 
distribution.

Standardized Residuals

Just as we can have variables that are “standardized” or converted to z-scores,  
we can also do this for residuals. Residuals, you recall, are merely the observed value 
minus the predicted value. Depending on the type of variable we are looking at, these 
can range from minuscule to massive, and there is no easy way to gauge what is a 
normal range and what is outside the normal range. However, converting residuals to 
a standard z metric, where 0 is the mean (and also is exactly on the regression line), 
±1 is 1 SD from the regression line, and ±2 is 2 SD from the regression line, we can 
look at data points with standardized residuals outside the ±3 range. Using the same 
logic as in univariate data cleaning, those cases with standardized residuals more 
than 3 SD from the regression line are unlikely to be members of the population we 
desire to generalize to. More important, they are disproportionately adding error to 
the analysis and might be disproportionately influential (meaning that those data 
points might have more influence on the regression equation than others, which is not 
generally desirable). You will remember that when we were examining our regression 
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Figure 3.5  Example of Bivariate Outliers

SOURCE: National Education Longitudinal Study of 1988 (NELS88) from the National Center for Education Statistics 
(http://nces.ed.gov/surveys/nels88/).




