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For example, as Francis et al. (2000) 
showed, the general pattern for reach-
ing achievement growth over time is 
curvilinear. In Figure 2.2, I present a 
growth curve modeled from their pub-
lished data. Fortunately, there are simple 
ways to incorporate tests for curvilinear 
effects as statistical software packages 
begin to implement curvilinear regres-
sion options. We will explore these in 
detail later in this book.

Logistic regression is, by nature, non-
linear. Specifically, the way that logistic 
regression converts a dichotomous or 
categorical variable to a DV that can be 
predicted from other binary, categori-
cal, or continuous variables involves a 
nonlinear transformation. For now, envision a DV that is an S-shaped curve rep-
resenting the probability that an individual will be in one group or the other (like 
the one in Figure 2.3). Don’t worry about the details of how the DV is created in 
logistic regression for now—we will have fun exploring that more thoroughly later.  
I find it interesting that although the basic character of logistic regression—the 
logit transformation—is curvilinear, there is a clear assumption of linearity as well. 
Specifically, there is an assumption that there is a linear relationship between any 
IVs and the DV—that IVs are “linear on the logit.”4 When using ML estimation 
in logistic regression, we can also easily explore and model relationships that are 
“nonlinear on the logit,” something we will also explore in more depth in later 
chapters.

The Model Is Additive

We also assume that the effects of different IVs in the analysis are additive. Look at 
a typical multiple regression equation, such as Equation 2.2a, below:

	 Ŷ = b0 + b1X1 + b2X2 + … + bkXk	 (2.2a)

You can see that we explicitly propose the nature of these relationships between 
IVs and the DV as additive. This means that we assume the effect of one variable 
adds to the effect of another to help explain or understand the DV to some extent. 
However, it is not always the case that variables have additive relationships, or 
purely additive relationships. In curvilinear effects, those relationships are exponen-
tial, and when we talk about interactions between two (or more) variables, we are 

4	 This is also a great phrase to drop casually into conversations. Try it and watch your social capital climb!

Figure 2.3  �Standard Logistic Sigmoid 
Function
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SOURCE: Wikipedia (http://upload.wikimedia.org/wiki 
pedia/commons/thumb/8/88/Logistic-curve.svg/320px-
Logistic-curve.svg.png).




