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Assumptions of the Ordinal Logistic Model

One important assumption of this model is that the DV is in order. In other words, 
like the marijuana example, increasing numbers indicate more of something. We 
often do not know how much more of something, but it is more. If this basic assump-
tion is not met, then multinomial (unordered) analyses are appropriate.

Another important assumption of this model is that of the “proportional odds” 
assumption, which states that the effect of any (and all) IVs is constant across all 
groups. Therefore, using our marijuana variable as a continuing example, the effect of 
student achievement on marijuana use should be the same when comparing groups 0 
and 1 (nonusers versus those who tried it 1–2 times) as when comparing groups 2 and 
3 (used 3–19 times versus used 20 or more times), and when comparing groups 0 and 
3. This assumption is important because, unlike multinomial logistic regression, the 
goal of ordinal logistic regression is to create a single estimate that predicts the probabil-
ity of being in the next higher group as a function of a change in the IV(s) regardless 
of which group transition we are talking about. In essence, the ordinal logistic regres-
sion model is attempting to model the latent underlying continuous variable rather 
than a variable that has a series of groups or transitions.

Most statistical packages will test this assumption for you. For example, this is 
called the “Score test for the proportional odds assumption” in SAS, whereas it is 
called the “test of parallel lines” in SPSS. Examples of these tests are presented in 
Table 6.8.

Specifically, the hypotheses being tested by the test of parallel lines are

H0: Difference in slope coefficients across groups = 0

Ha: Difference in slope coefficients across groups ≠ 0

Thus, in order to meet the assumption, we seek not to reject the null hypothesis. As 
you can see in Table 6.8, this test is not significant (p < .18), and we can thus conclude 
that this analysis would meet the assumption. One problem with this test is that it is 
very sensitive, especially in large samples in which there are several predictors in the 
model. You have to be thoughtful in interpreting these and other statistics based on 
chi-square when large samples are involved.

Test of Parallel Linesa

Model −2LL Chi-Square df p

Null hypothesis 12,995.159
General 12,991.715 3.443 2 .179
The null hypothesis states that the location parameters (slope coefficients) 
are the same across response categories.
aLink function: Logit.

Table 6.8  Test of Parallel Lines From MJ and zACH Analysis

SOURCE: National Education Longitudinal Study of 1988 (NELS88) from the National Center for Education Statistics 
(http://nces.ed.gov/surveys/nels88/).




