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More realistically, one might wish to remove the 1% most serious offenders in 
this analysis. The worst 1% of the standardized residuals fall at −4.50 or lower. Thus, 
an analysis removing these 159 cases (Table 5.6b) resulted in a much better fitting 
model, with a change in −2LL of 2,028.49 and a much stronger slope (the original OR  
was 3.89 and is now estimated at 6.77).

Deviance Residuals

As we discussed before, there are several different types of statistics you can 
examine concerning influential or mis-fitting cases. Standardized residuals capture 
one type of information. We just identified another casewise contribution to overall 
model fit. Cook’s D and other similar indicators (already discussed in Chapter 3) 
attempt to capture overall influence on the model for each case. Another interest-
ing statistic available only in logistic regression (and other procedures that use ML 
estimation) is the change in model fit (e.g., change in −2LL) that removal of each 

Table 5.6a  �Analysis of GRADUATE and zACH With Standardized Residuals  
Below −10 Removed

Omnibus Tests of Model Coefficients
Chi-Square df p

Step 1 Step 1,556.166 1 .000
Block 1,556.166 1 .000
Model 1,556.166 1 .000

Variables in the Equation

B SE Wald df p Exp(B)
95% CI for Exp(B)
Lower Upper

Step 1a zACH 1.412 0.044 1,027.142 1 .000 4.106 3.766 4.476
Constant 3.009 0.046 4,196.098 1 .000 20.271

aVariable(s) entered on step 1: zACH.

Omnibus Tests of Model Coefficients

Chi-Square df p

Step 1
Step 2,028.489 1 .000
Block 2,028.489 1 .000
Model 2,028.489 1 .000

Variables in the Equation

B SE Wald df p Exp(B)
95% CI for Exp(B)
Lower Upper

Step 1a zACH 1.913 0.057 1123.906 1 .000 6.772 6.056 7.574
Constant 3.591 0.064 3168.419 1 .000 36.268

aVariable(s) entered on step 1: zACH.

Table 5.6b  �Analysis of GRADUATE and zACH With Standardized Residuals  
Below −4.5 removed




