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the correlation between the two variables (c + d). As you can see, the unique relation-
ships are each diminished to an extent—the stronger the correlation between the two 
IVs, the more the unique variance accounted for is likely to change. I have represented 
three possible permutations of this in Figure 8.2.

As you can see in Figure 8.2, we can have a wide range of correlation between IVs 
from two variables that are perfectly uncorrelated (left), moderately correlated (cen-
ter), or very highly correlated (right). In multiple regression, one of our effect sizes 
is R (and R2), which is the multiple correlation between all IVs and the DV. When 
IVs are uncorrelated, R2 will be the sum of the two squared semipartial correlations 
( srY1 2

2
. and srY 2.1

2 ), simply adding the variance accounted for in Y by X1 (controlling 
for X2, which has no effect) and the variance accounted for in Y by X2 (controlling 
for X1, which again has no effect). This is represented in Equation 8.5:

	 R2 = srY1 2
2

.  + srY 2.1
2 	 (8.5)
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Figure 8.2  �Permutations of Multiple Regression and Relationships Between 
Independent Variables
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Figure 8.1  Graphical Representation of Zero-Order and Semipartial Correlations




