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Variables in the Equation
B SE Wald df p Exp(B)

Step 1a

SEX −0.529 0.095 31.160 1 .000 0.589
E_BULLIED 0.914 0.127 51.651 1 .000 2.495
HOPELESS12 2.243 0.081 760.704 1 .000 9.418
SEX by E_BULLIED 0.137 0.135 1.025 1 .311 1.147
SEX by HOPELESS12 0.272 0.115 5.539 1 .019 1.312
E_BULLIED by 
HOPELESS12

−0.065 0.140 0.214 1 .643 0.937

Constant −2.691 0.068 1,587.804 1 .000 0.068
aVariable(s) entered on step 1: SEX*E_BULLIED , SEX*HOPELESS12, and E_BULLIED*HOPELESS12.

Table 12.5e  �Logistic Regression Results Predicting SUICIDE From SEX, E_BULLIED, 
and HOPELESS12

log-linear analysis reported earlier in the chapter. Removing that effect from the analysis, 
the results from the first two steps in the logistic regression are presented in Table 12.5e.

As you can see in Table 12.5e, SEX*E_BULLIED and E_BULLIED*HOPELESS12 were 
not significant, with the same p values as the prior analysis (represented by the three-way 
interactions of SEX*E_BULLIED*SUICIDE and E_BULLIED*HOPELESS12*SUICIDE), 
and the SEX*HOPELESS12 interaction was identical in significance (to the 
SEX*HOPELESS12*SUICIDE interaction) as in the prior analysis. In other words, 
there is very close correspondence between the results of the two analyses, as one would 
expect from sister analytic models within the GLM.

Data Cleaning in Log-Linear Models

In log-linear models, the only data we have are frequency counts. Thus, residuals 
correspond to an entire cell, or group, and are the difference between the expected 
(predicted) value for a cell and the observed value (specifically, the difference between 
the expected and observed frequencies). This leaves us unable to perform data clean-
ing on individual cases. Standardized residuals (the difference between the observed 
and expected frequencies divided by the square root of the expected frequency; see 
Equation 12.3) can indicate which cells are better accounted for by a particular model. 
If cells have relatively large standardized residuals, this is an indication that the model 
is not accounting for that group well. Instead of deleting those cases (which would 
produce a cell with a count of zero, not a desirable situation in log-linear analysis), you 
might consider adding another variable to the model in an attempt to account for the 
differences across groups.
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Of course, there are no residuals when the model is saturated and thus has perfect 
fit. Once one starts removing terms, however, residuals can be informative. For exam-
ple, returning to the example from before analyzing SEX, E_BULLIED, HOPELESS12, 




