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like SEXFNUM as the DV. You may be asking whether a transformation of the 
count data to improve normality of the residuals might help avoid the use of Poisson 
regression. The answer is a qualified “yes.” This was the strategy (and probably still 
is) for individuals who have count data that do not meet OLS assumptions and who 
do not use Poisson regression. However, with the simple access to Poisson regres-
sion in modern times, this workaround is no longer desirable. Transformation 
also does not eliminate the issue of predicted negative counts. In this case, even 
some rather extreme Box-Cox transformations of the DV did not allow us to meet 
assumptions, as you can see in Figure 11.3b.

Multinomial or Ordinal Regression

One could use multinomial logistic regression to analyze this type of data, 
which would result in each group being treated as independent and unordered,  
creating a defensible but inefficient analysis that would compare each count with 
another comparison base rate. This would be manageable if there were only a few 
counts; however, it becomes highly inefficient very quickly if you are analyzing the 
number of days someone was unemployed during a year (which could range from 0 
to 365). Ordinal regression would be a much better choice, but it is still inefficient in 
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Figure 11.3b  �Residuals From an Ordinary Least Squares Regression Analysis of 
SEXFNUM Following Box-Cox Transformation




