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individual case would cause. This is captured in DIFCHISQ in SAS and in deviance 
residuals in SPSS. These are more holistic indicators of the influence of each case and 
can help detect cases that are particularly poor fits to the model. In SPSS, each devi-
ance residual squared gives us an indication of how much the model would change if 
that case were eliminated. In this example, the minimum value is −3.304 (rounded) 
and thus would result in roughly a change (improvement) of more than 10 in −2LL. 
The distribution of deviance residuals (Figure 5.5) ranges from −3.304 to 1.073. Given 
that change in −2LL is evaluated as a chi-square distribution, we could propose that 
any case with a deviance residual over |2| might be fair game for examination and 
deletion, because a chi-square of 3.85 is significant at p < .05. For our data, this would 
result in about 3.2% of our sample being deleted, primarily from the smaller group; 
thus, I might select a more conservative target, such as −2.5, which removes just 1% of 
the sample. With 149 cases removed, our −2LL is 7,227.288, compared with 8,475.86, 
a reduction in −2LL of 1,248.57, or an average reduction of −2LL of 8.38 per case 
removed. I think this is defensible to even the most strident data cleaning critic. After 
this data cleaning, the change in −2LL is 2,004.57, a markedly stronger effect than in 
previous analyses, as you can see in Table 5.7.
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Figure 5.5  Deviance Residuals From GRADUATE and zACH Analysis

DATA SOURCE: National Education Longitudinal Study of 1988 (NELS88) from the National Center for Education 
Statistics (http://nces.ed.gov/surveys/nels88/).




