
10    Regression & Linear Modeling

and we can also model the actual value for Y as a function of three pieces of informa-
tion (Equation 1.3):

	 Y = b0 + b1X1 + e	 (1.3)

This equation simply means that we can decompose any person’s score on a variable 
(Y) into several ingredients:

1.	 A starting point (b0)—usually the intercept, or the place where a line intercepts 
an axis.

2.	 Slope—the expected change in the variable (b1) as the result of where the  
person is on another variable (X1).

3.	 The leftover stuff that is not explained by either of the other two ingredients 
(e)—often referred to as the residual, the unexplained variance, or error. These 
are all synonymous terms.

Typically, you will see equations like this in statistics textbooks related to regression 
(OLS or logistic or probit), but rarely will you see these in discussions of ANOVA (or 
t-test, or even correlation). This equation simply indicates that any individual score on 
one variable (i.e., the DV) is the function of (or can be decomposed into) a starting 
point (the intercept), the effect of another variable (the slope of the IV), and an unex-
plained portion (the residual). Intuitively, this view fits our traditional understanding 
of regression, but how does it relate to t-test and ANOVA types of analyses? If, instead 
of “intercept,” we call b0 (the starting point) the “grand mean” and b1 the “effect of group 
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Figure 1.2  A Fictitious Example of a Regression Line With Data




