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for a significant amount of variance above the prior step(s). Of most relevance, the 
block of terms representing the interactions contributed ΔR2 = 0.006 (F(4, 23,381) = 49.82,  
p < .0001) to a model accounting for almost 30% of the variance in eighth-grade 
achievement test scores. Thus, we will examine the final model for the regression line 
equation and create predicted values for each group in order to facilitate graphing and 
interpretation of this effect.

As you can see in the final model, having two variables (race, SES) and the interac-
tion term quickly starts to look complicated due to the fact that four dummy variables 
represent the effect of a single variable. However, if you work through the analysis 
methodically and carefully, it really is not much more of a challenge than any other 
analysis. Let us look at the regression line equation, presented in Equation 9.5:

Ŷ = �0.091 − 0.561(DUM1) − 0.376(DUM2) + 0.088(DUM3)  
− 0.735(DUM4) + 0.494(zSES08) − 0.185(INT1) − 0.176(INT2)  
+ 0.028(INT3) − 0.270(INT4)                                (9.5)

My strategy in this situation is to make the X axis the continuous variable (zSES08) 
and predict low and high (−2, +2) values for each group, making a graph that con-
trasts the effect of SES for each subgroup. Thus, we will turn to Excel (or your 
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Figure 9.4b  �Plot of Standardized Predicted Values Versus Residuals From NELS88 
RACE × zSES08 Analysis

SOURCE: National Education Longitudinal Study of 1988 (NELS88) from the National Center for Education Statistics 
(http://nces.ed.gov/surveys/nels88/).




