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Figure A.1  The Standard Normal Distribution

into a series of pegs. Balls hitting pegs have an equal chance of going left or right; if 
enough balls are dropped into a machine like this, the distribution will approach nor-
mality. Other classic examples include the number of times one side of a coin is facing 
up given a particular number of coin flips. Other physical, physiological, and cognitive 
measurements (e.g., blood pressure, the height of males or females in a country, or 
scores on a challenging test of ability) will be approximately normally distributed by 
virtue of being determined by a large number of variables (e.g., genetics, developmen-
tal history, current environment, psychological variables, etc.).

Why Is the Normal Distribution Such a Big Deal?

Because the normal distribution has a fixed shape with known quantities, we know 
the area under the curve at any given point. This allows us to understand the prob-
ability of observing a score at any given distance from the mean, but only when the 
shape of the distribution is normal. As you can see in Figure A.1, most scores are 
clustered around the mean; thus, in a distribution of this type, the probability of being 
relatively far from the mean decreases rapidly. These probabilities are usually captured 
in a z-table, as you can see in Table A.1.

As you can see in Figure A.1 and Table A.1, 68.26% of the values in a normal dis-
tribution are within 1 SD of the mean, and 95.45% of the values are within 2 SD of 
the mean. Once values get beyond 2 SD from the mean, probabilities of seeing those 
values drop toward zero rather quickly. I often use z = ±3 as a starting point for data 




