
84    Regression & Linear Modeling

The results of the regression are presented in Table 4.8. Quickly, we will note that 
the regression sum of squares matches the ANOVA sum of squares, R2 matches η2, 
and almost every other statistic is identical within rounding error. Thus, we can estab-
lish that this is the same analysis in terms of overall model significance and variance 
accounted for.

Not only are the overall statistics identical, but the statistics for the dummy vari-
ables, including the 95% CIs, and the significance levels are as well. Furthermore, the 
unstandardized regression coefficients match the mean differences from the ANOVA 
(as do the SEs of those estimates). Finally, we can exactly reproduce the group means 
from the ANOVA by creating a regression line equation and entering the appropriate 
values from the dummy variables.

As you can see in the bottom of Table 4.8, the intercept is 49.591, which represents 
(and matches) the mean for the nonsmoker group (SMOKE = 0) from the previous 
ANOVA. From the last part of the table, we can create a regression line equation for 
this analysis (Equation 4.4a) as follows:

	� Ŷ = 49.591 + 4.926(DUM1) – 2.678(DUM2) – 3.567(DUM3)	 (4.4a)

Thus, we can predict each group mean as a function of the intercept and slope of a 
particular dummy variable. If we want the mean for the first group (former smokers), 
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Figure 4.2  Distribution of Residuals From Regression Analysis

DATA SOURCE: National Health Interview Survey of 2010 (NHIS2010) from the National Center for Health Statistics 
(http://www.cdc.gov/nchs/nhis/nhis_2010_data_release.htm). 




