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equation modeling to estimate correlations between latent (error-free) constructs. 
Without going into detail (because structural equation modeling is beyond the scope 
of this book), the estimated correlation between latent constructs was estimated to 
be r = 0.90, very close to the ρ = 0.89 estimated above. Thus, we can have a good level 
of confidence that this formula indeed corrects appropriately for attenuation due to 
imperfect measurement.

Other examples of the effects of attenuation due to poor reliability are presented 
in Table 16.1.

For example, even when reliability is 0.80 (row highlighted in Table 16.1), it appears 
that the observed correlation is attenuated substantially (about 33%) from what we 
would calculate if the assumption of perfect measurement was met. When reliability 
drops to 0.70 or below, we can see that about half the variance in these simple effects is 
lost, potentially leading to Type II errors. How many articles in respected journals have 
reliability estimates at or below that important conceptual threshold, and how many 
studies would find significant results if their effect sizes were not substantially attenu-
ated due to poor measurement?

Reliability and Multiple IVs

With each IV added to a regression equation, the effects of less than perfect reliability 
become more complex and the results of the analysis more questionable. With the addi-
tion of one IV with less than perfect reliability, each succeeding variable entered has 
the opportunity to claim part of the shared variance that should have been accounted  
for by the unreliable variable(s). The apportionment of the explained variance among 
the IVs will thus be incorrect and reflect a misestimation of the true population effect. 

Observed Correlation Coefficient
Reliability 
Estimate 

(α)
r = 0.10
(0.01)

r = 0.20
(0.04)

r = 0.30
(0.09)

r = 0.40
(0.16)

r = 0.50
(0.25)

r = 0.60
(0.36)

0.95 0.11 (0.01) 0.21 (0.04) 0.32 (0.10) 0.42 (0.18) 0.53 (0.28) 0.63 (0.40)
0.90 0.11 (0.01) 0.22 (0.05) 0.33 (0.11) 0.44 (0.19) 0.56 (0.31) 0.67 (0.45)
0.85 0.12 (0.01) 0.24 (0.06) 0.35 (0.12) 0.47 (0.22) 0.59 (0.35) 0.71 (0.50)
0.80 0.13 (0.02) 0.25 (0.06) 0.38 (0.14) 0.50 (0.25) 0.63 (0.39) 0.75 (0.56)
0.75 0.13 (0.02) 0.27 (0.07) 0.40 (0.16) 0.53 (0.28) 0.67 (0.45) 0.80 (0.64)
0.70 0.14 (0.02) 0.29 (0.08) 0.43 (0.18) 0.57 (0.32) 0.71 (0.50) 0.86 (0.74)
0.65 0.15 (0.02) 0.31 (0.10) 0.46 (0.21) 0.62 (0.38) 0.77 (0.59) 0.92 (0.85)
0.60 0.17 (0.03) 0.33 (0.11) 0.50 (0.25) 0.67 (0.45) 0.83 (0.69) —

Table 16.1  Example Disattenuation of Simple Correlation Coefficients

NOTE: Reliability estimates for this example assume the same reliability for both variables. Percent variance accounted for 
(shared variance – coefficient of determination) is given in parentheses.




