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Sample Ratio Obtained Prediction Equation R2 ry
2
ŷ Shrinkage

40:1

Sample 1 Ŷ = �−0.49 + 2.34(GPA8) − 0.79(RACE) − 
1.51(PART) + 0.08(PARED)

0.55 0.50 0.05

Sample 2 Ŷ = �−2.05 + 2.03(GPA8) − 0.61(RACE) − 
0.37(PART) + 0.51(PARED)

0.58 0.53 0.05

100:1

Sample 1 Ŷ = �−1.89 + 2.05(GPA8) − 0.52(RACE) − 
0.17(PART) + 0.35(PARED)

0.46 0.45 0.01

Sample 2 Ŷ = �−2.04 + 1.92(GPA8) − 0.01(RACE) + 
0.32(PART) + 0.37(PARED)

0.46 0.45 0.01

400:1

Sample 1 Ŷ = �−1.26 + 1.95(GPA8) − 0.70(RACE) − 
0.41(PART) + 0.37(PARED)

0.47 0.46 0.01

Sample 2 Ŷ = �−1.10 + 1.94(GPA8) − 0.45(RACE) − 
0.56(PART) + 0.35(PARED)

0.42 0.41 0.01

Table 17.1  �(Continued)

intercept and regression coefficients). Even the 40:1 ratio samples have impressive 
fluctuations across the two random samples. Although the fluctuations in the 100:1 
sample are fairly small in magnitude, some coefficients reverse direction or are far 
off of the population regression line. As expected, it is only in the largest samples in 
which the equations stabilize and remain close to the population equation.

Variance accounted for (R2) is also misestimated in many of the analyses of samples 
below a 100:1 ratio. Cross-validity coefficients vary a great deal across samples until a 
40:1 ratio is reached, where they appear to stabilize. Finally, it appears that shrinkage 
appears to minimize as a 40:1 ratio is reached. If one compares cross-validity coef-
ficients to determine whether an equation is stable, from these data one would advise 
that a sample size of 40:1 ratio or better is needed. If the goal is to get an accurate, 
stable estimate of the population regression equation (which it should be if that equa-
tion is going to be widely used outside the original sample), it appears desirable to 
have at least 100 subjects per predictor, given these data.

Improving on Prediction Models

There are many ideas in the literature about how to create better prediction mod-
els. Some of the ideas involve “tuning,” “recalibration,” or incrementally improving 
models according to parameters such as error terms or using techniques that are in 




