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Assumptions About Residuals

We assume that the residuals are normally distributed, and sum to zero. If you 
examine the histogram of the residuals from this analysis in Figure 3.4, you will see 
that they are largely normally distributed, and that the mean is about as close as you 
can get to zero (0.000000000000000251, to be precise). Although the distribution is 
not perfectly normal,6 it is reasonably close and thus it is appropriate to say that these 
assumptions are met. If you compute the actual skew and kurtosis (0.14 and −0.47, 
respectively), these are also reasonably close to zero. There are some residuals that are 
outside the −3 to +3 range, which might lead us to conclude that there are some inap-
propriately influential cases in the data. More on that in a moment.

Another assumption about residuals is that of homoscedasticity, or the assumption 
that the variance of the residuals is relatively constant across the range of the variables. 
If you examine the zPRED–zRESID plot (Figure 3.3), you can see that assumption is 
largely met. According to those who study this topic, large differentials in variance (e.g., 
an area in which the variance is 10 times more than another area) is a serious violation 
of this assumption.

6	 Few things are in applied statistics, including the statisticians. 
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Dependent Variable: z-Score(zACH)

Figure 3.3  �Scatterplot of Standardized Predicted Values (zPRED) Versus Standardized 
Residuals (zRESID)

SOURCE: National Education Longitudinal Study of 1988 (NELS88) from the National Center for Education Statistics 
(http://nces.ed.gov/surveys/nels88/).




