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There are some general lessons we can learn from Figure 15.2. First, as one would 
expect, as effect size increases, power at any given sample size increases. Second, 
despite an OR of 1.50 being a reasonable effect size, a sample size of N = 300 is 
required to attain power approaching 0.80, whereas a sample of approximately N = 
120 accomplishes the same goal for an OR of 2.0, and an OR of 3.0 surpasses power 
of 0.90 with that sample size (again, keeping in mind the other parameters—20% of 
the population in one category and only one predictor in the equation).

Sample size is one of the factors in power that is easily controlled or manipulated by 
the researcher. As we see in Figure 15.3, the distribution of the population across the 
outcome variable groups also has a substantial effect on power for logistic regression. 
With only one predictor in the equation, power tends to increase as the proportion of 
the population in each group becomes more equal, and power is lowest when dealing 
with rare outcomes. However, larger effect sizes and sample sizes ameliorate this issue. 
For example, when we expect an OR of 2.0 and have N = 250 in our sample, any popula-
tion with at least 10% in the outcome group has power greater than 0.90; in comparison, 
a smaller expected OR of 1.50 and sample size of N = 100 does not have power exceed-
ing 0.50 even if the distribution of the population is 50%/50% across the two outcome 
groups.11 Conversely, with the same OR of 1.50 and a sample of N = 250, your power 
reaches 0.80 if about 30% of the population is in the Y = 1 group. With larger effect sizes 
(OR = 2.0), smaller sample sizes (N = 100) allow us to reach power of 0.80 with 25% of 
the population in Y = 1, and with N = 250 at less than 10% of the population.

11	 Note that these curves are symmetrical, so that power with a proportion of 0.60 is equal to that of 0.40, 
0.90 is equal to that of 0.10, and so on.
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Figure 15.1  �An Example of Power to Detect Complex Effects in Ordinary Least 
Squares Regression




