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Figure 7.6�  �Histogram of the Standardized Residuals From the AAUP Curvilinear 
Regression Analysis Predicting Salary of Associate Professors From Size of 
the Institution

for each increase of 1 standard deviation (SD) in size. However, this effect is modified 
by the subsequent significant curvilinear effects entered on the next steps.

Once the quadratic term is entered, we know that the model improves significantly 
(accounting for almost 10% more variance), and we now have the regression equa-
tion details based on the intercept and the two regression coefficients. Note that the 
intercept has changed, as has the effect of zNUM_TOT, because now that variable is 
interpreted as the linear effect controlling for the curvilinear effect. These variables 
are also highly collinear (correlated over r = 0.81) and thus strongly affect each other 
when both are in the equation.

Of course, this quadratic effect is modified by the cubic effect, which is also sig-
nificant, and so on. In the service of brevity, I usually report this full table but only 
interpret the last equation with a significant effect (in this case, the fourth equation, 
because that effect was also significant).

Note that we always seek to meet assumptions of whatever analysis we are per-
forming. In Figure 7.6, you can see that there are standardized residuals that extend 
beyond ±3.0, but the normality is not severely violated (skew = 0.69, kurtosis = 0.92). 
The scatterplot of the standardized predicted values against the standardized residu-
als in Figure 7.7 shows substantial improvement from the previous linear regression 




