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entry of the cubic term failed to significantly improve the model (Δ−2LL = 1.20;  
p < .27). However, this is prior to any data cleaning.

As you can see from Figure 7.12, there are some cases with some rather extreme 
standardized residuals (105 of 26,779, or 0.39%, had a standardized residual greater 
than 5.0 and were removed). Following removal of these inappropriately influential 
cases, the model fit became even better than before, as you can see in Table 7.4. You 
will also see that the cubic term is now significant, although small in effect, and thus 
will be retained in the model going forward. You might also see that for the final 
step, I have expanded the number of decimals reported in the regression coefficient 
column. When dealing with squared and cubed terms and log-transformed num-
bers, increased precision is important. If you examine Table 7.3, you will see 0.000 
as the coefficient for BMI3, which is not really the case and is not really helpful if 
we are trying to predict values using that number in a logistic regression equation. 
Most statistical software will allow you to get more precision either through setting 
different preferences or by clicking on the table itself (as in SPSS).

To graph this equation, you would create the logistic regression equation from the 
last step in Table 7.4, as shown in Equation 7.9:
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Figure 7.11  Histogram of Body Mass Index (NHIS2010)

DATA SOURCE: National Health Interview Survey of 2010 (NHIS2010) from the National Center for Health Statistics 
(http://www.cdc.gov/nchs/nhis/nhis_2010_data_release.htm).




