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The Final Step

If you are satisfied with your shrinkage statistics, the final step in this sort of analy-
sis is to combine both samples (assuming shrinkage is minimal) and create a final 
prediction equation based on the larger sample. In our data set, the combined sample 
produced the following regression line equation:

Ŷ = −3.23 + 2.00(GPA8) − 1.29(RACE) + 1.24(PART) + 0.32(PARED)

How Does Sample Size Affect the Shrinkage  
and Stability of a Prediction Equation?

As discussed above, there are many different opinions as to the minimum sample 
size one should use in prediction research. As an illustration of the effects of different 
subject to predictor ratios on shrinkage and stability of a regression equation, data 
from NELS88 were used to construct prediction equations identical to our running 
example. Two samples representing each of the sample sizes that correspond to ratios 
of 5, 15, 40, 100, and 400 subjects per predictor were randomly selected from the full 
data set sample (randomly selecting from the full sample for each new pair of a dif-
ferent size). Following selection of the samples, prediction equations were calculated, 
and double cross-validation was performed. The results are presented in Table 17.1.

The first observation from Table 17.1 is that, by comparing regression line equa-
tions, the very small samples can have wildly fluctuating parameter estimates (both 

Sample Ratio Obtained Prediction Equation R2 ry
2
ŷ Shrinkage

Population Ŷ = �−1.71 + 2.08(GPA8) − 0.73(RACE) − 
0.60(PART) + 0.32(PARED)

0.48

5:1

Sample 1 Ŷ = �−8.47 + 1.87(GPA8) − 0.32(RACE) + 
5.71(PART) + 0.28(PARED)

0.62 0.53 0.09

Sample 2 Ŷ = �−6.92 + 3.03(GPA8) + 0.34(RACE) + 
2.49(PART) − 0.32(PARED)

0.81 0.67 0.14

15:1

Sample 1 Ŷ = �−4.46 + 2.62(GPA8) − 0.31(RACE) + 
0.30(PART) + 0.32(PARED)

0.69 0.24 0.45

Sample 2 Ŷ = �−1.99 + 1.55(GPA8) + 0.34(RACE) + 
1.04(PART) − 0.58(PARED)

0.53 0.49 0.04

Table 17.1  �Comparison of Double Cross-Validation Results With Differing Subject to 
Predictor Ratios
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